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Abstract

Local unipolar electrograms (ueg) permit assessment
of local activation and repolarization times at multi-
ple sites simultaneously. However, ueg-based indices
of local repolarization are still debated, in particular for
positive T waves. Previous experimental and computer
modeling studies have not been able to terminate the
debate. In this study we validate a simple theoretical
model of the ueg and use it to explain how repolar-
ization statistics in the ueg relate to those in the ac-
tion potential. The model reconstructs the ueg by tak-
ing the difference between an inverted local action po-
tential and a position-independent “remote” signal. In
normal tissue, this extremely simple model predicts T-
wave morphology with surprising accuracy, while ex-
plaining in a readily understandable way why (1) the
instant of repolarization is always related to the steep-
est upstroke of the ueg, both in positive and negative
T waves, and (2) positive T waves are related to early-
repolarizing sites whereas negative T waves are related
to late-repolarizing sites.

Introduction

Measurement of repolarization time from the unipolar
electrogram (ueg) is important for clinical studies of re-
polarization abnormalities, as well as for experimental
studies. It is therefore important to understand how
the T wave in the electrogram is generated, and how

it relates to local repolarization time. The ongoing de-
bate on repolarization measurement in positive T waves
[8, 9, 23, 47, 48] demonstrates that this understanding is
incomplete.

Wyatt et al. [45] proposed to use the instant of steep-
est upstroke (Tup) of the T wave in the ueg as an index
of local repolarization. Several studies have confirmed
the validity of this method theoretically [5, 6, 17, 34]
and experimentally [3, 8, 17, 21]. Others have proposed
that for positive T waves the instant of steepest down-
stroke (Tdown) should be used [2, 13, 46]. The T-wave
apex has also been used as an estimate for repolariza-
tion time [32].

The current mechanistic insight in the relation be-
tween Tup and repolarization is based on theoretical
studies in a one-dimensional cable model [5, 6, 17, 34].
This explanation cannot be easily extended to arbitrary
repolarization patterns in the 3-D heart. Numerical
evaluations with realistic 3-D heart models have con-
firmed that theoretically Tup is the best index of repo-
larization even in the complex situation of a complete
3-D heart [5, 6, 28, 29], but the overwhelming complex-
ity of the computational techniques does not allow for a
clear explanation.

We propose a simple ueg model that is more suitable
to give insight in repolarization phenomena. This model
approximates the ueg by a linear combination of the lo-
cal action potential (ap) and a position-independent sig-
nal which we name the “remote component.” The pur-
pose of this paper is to demonstrate that this model is
accurate enough to predict the most important repolar-
ization statistics, and that it can be used to understand
how these statistics relate to the underlying ap. To show
the validity and limitations of the simple model, simu-
lated uegs were compared with uegs simulated by one
of the most complete numerical models of the intact hu-
man heart currently available, during various stimula-
tion modalities.
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Figure 1: Anatomy of the heart model used in this study.
Ventricular and atrial cavities as well as the aorta were filled
with blood. Atrial myocardium was included as a passive
conductor.

Materials and Methods

Action potentials were simulated with a large-scale
computer heart model that has been described and val-
idated previously [27, 38]. This model has anisotropic
myocardium with transmurally rotating fiber orienta-
tion. Sinus rhythm was mimicked by stimulating the
ventricles at the early activation sites published by Dur-
rer et al. [12, 19]. Propagating ap were computed at
15 million points in the ventricular myocardium with
a monodomain reaction-diffusion equation, based on
ionic currents computed with the tnnp model for the
human ventricular myocyte [37], which distinguishes
endocardial, mid-myocardial, and epicardial cells. Dif-
ferences between the left ventricle (lv) and right ventri-
cle (rv) [11, 43] were implemented as detailed in table 1.

The anatomy of the model is illustrated in figure 1.
The atria were not activated, but were included in the
simulation of electrograms to allow the reference poten-
tial to be set to zero at the roof of the right atrium [27].
Ventricular and atrial cavities were filled with blood.

Two different models were used for the computa-
tion of electrograms: a “realistic model” and a “simple
model.”

realistic model

Let Vm(x, t) be the membrane potential at time t and
position x (boldface symbols are used to indicate vec-

tor quantities). The local ueg according to the realis-
tic model, φe(x, t), was computed from Vm throughout
the heart by solving the bidomain equation [27, 41] in
the form of equation (9) given in the Appendix, with
the additional condition that φe(y, t) = 0 at the ref-
erence electrode site, y, in the right atrium. By solv-
ing this equation, φe(x, t) was obtained at 35 million
model points in the ventricular myocardium, atria, con-
nective tissue, and intracavitary blood. Details of the
solution methods used are given in previous work [27].
To allow analysis of temporal derivatives, error toler-
ance levels were chosen 100 times lower than previ-
ously reported [27]. To limit the consequent increase
in computation time, we chose a lower spatial resolu-
tion of 0.25 mm for computation of both ap and elec-
trograms. The resulting errors in propagation velocity
were compensated by choosing 15 % higher values for
the conductivity in the intracellular domain. Nominal
conductivity values were taken from literature [31]. The
adapted conductivities were geT = 0.12, geL = 0.30,
giT = 0.035 and giL = 0.33 Siemens/m, with subscript
‘e’ for the extracellular domain, ‘i’ for the intracellular
domain, ‘T’ for transverse, and ‘L’ for longitudinal. The
intracavitary blood had conductivity 0.6, connective tis-
sue and atrial myocardium 0.2 Siemens/m.

simple model

We define S(x, t), the simple model for the ueg at a
point x as a function of time t, as the difference between
a position-dependent “local component,” L(x, t), and a
position-independent “remote component,” R(t):

S(x, t) = L(x, t)− R(t) (1)

The names of these components reflect that L(x, t) is
completely determined by local activity, while R(t) is
dominated by remote activity. The local component,
L(x, t), is defined as a scaled mirror image of the local
membrane potential:

L(x, t) = −
gi

gi + ge
Vm(x, t) (2)

where ge and gi represent the conductivities of the ex-
tracellular and intracellular domains, respectively. For
the simple model, these conductivities are assumed to
be isotropic. The rationale for equation (2) is given in
the Appendix. The remote component is obtained by
comparison to φe(x, t) computed by the realistic model,
as follows. First we compute a residual signal, r(x, t),
for each location

r(x, t) = L(x, t)−φe(x, t). (3)

This signal contains the effects of anisotropy, inhomo-
geneities, and tissue boundaries, but it is dominated
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Table 1: Selected parameters of the ionic model and APD of isolated cells.

LV epi LV M LV+RV endo RV M RV epi

Gto (nS/pF) 0.294 0.294 0.073 0.504 0.882

GKs (nS/pF) 0.245 0.062 0.245 0.112 0.490

apd (ms) 272 324 275 303 244

Parameter values that are different from the original tnnp model [37] are printed in bold
type. The affected parameters are the maximal conductances of the transient outward
current (Gto) and the slow delayed rectifier current (GKs) [37]. apd = action potential
duration at steepest downstroke of the ap. apd was measured at 1000 ms cycle length.
Units are nS = nanoSiemens, pF = picoFarad, ms = millisecond.

by the differential effect of activity throughout the my-
ocardium on the positive (exploring) and negative (ref-
erence) electrodes. To single out the global effect, we
take the average, R(t), of r(x, t) obtained from a large
number of different locations x. We assume that local
effects cancel out in averaging. We will show that r(x, t)
from different sites are similar, so that approximating
them by the average R(t) has little effect on S(x, t) even
if this assumption is incorrect. Alternatively, R(t) can be
computed directly from membrane potentials through-
out the heart. A derivation based on lead field theory
[14, 15, 20], is presented in the Appendix.

To facilitate the discussion, we introduce a signal VR

that can be compared to membrane potentials:

VR(t) = −
gi + ge

gi
R(t) (4)

In the Appendix we demonstrate that VR(t) can be
considered as a (weighted) average of Vm(x, t) over the
surface that bounds the myocardium.

We now reformulate our definition of the simple
model as follows:

S(x, t) = −
gi

gi + ge
[Vm(x, t)− VR(t)] (5)

For the fraction gi/(gi + ge) the value 0.25 was chosen.
This value is close to the ratio giT/(giT + geT) in the
realistic model. This model is based on ideas that were
independently published by Colli Franzone et al. [6] and
by us [28], and is similar to a ueg model derived by
Geselowitz [15] (see Appendix).

It is important to note that the two components of the
simple model, L and R, have no direct physical mean-
ing, i.e. they do not correspond to signals that can be
observed independently. Only the difference between
the two is meaningful.

statistics

The ap and ueg were analyzed at 104 randomly selected
sites throughout the ventricular myocardium. From
each simulated ap, repolarization time (TR) and the in-
stant of 90 % repolarization (T90) were determined and
used as reference timings. TR was defined as the in-
stant of minimum first derivative (steepest downstroke)
of the ap. In addition, the activation time TA was de-
fined as the instant of maximum first derivative (steep-
est upstroke) of the ap. Action potential duration (apd)
was computed as TR − TA.

From the ueg at the same location we determined Tup

and Tdown, the instant of the T-wave apex (Tapex) [32],
and the instant of minimum second derivative (Td2),
which has recently been reported to be related to T90

[5]. First, T-wave signs were determined. There is a
continuous spectrum of positive, biphasic, and negative
T waves in the ueg. To classify T waves as positive or
negative, we evaluated the area under the electrogram,
from 50 ms after the end of depolarization (the latest TA)
to the end of the simulation. A T wave was considered
positive when the positive area exceeded the negative
area. Tup and Tdown were evaluated as the instants of
maximum and minimum first derivative of the ueg, re-
spectively, in the interval from 50 ms after the end of
depolarization to the end of the simulation. For posi-
tive T waves, Tdown was evaluated in the interval from
Tup to the end of the simulation. The repolarization
markers are illustrated in figure 2. Analysis of the ueg

was the same for the Simple and Realistic models. All
statistics were determined automatically by a computer
program. No manual corrections were made.

Computation and analysis of φe and S was done at
a 1-ms sampling rate. Therefore, timing results are ex-
pressed with 1-ms accuracy.

The difference between the realistic and simple uegs
at a site x was quantified using the relative difference
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Figure 2: A,C: Simulated UEG with illustration of the re-
polarization indices used; see text for their definitions. B,D:

Simulated AP at the same locations as A and C, respectively,
illustrating the reference markers. The dashed line in each
panel marks the local TR.

(rd) [40] defined as

rd(x) =

√

∑t(S(x, t) −φe(x, t))2

∑t φe(x, t)2
(6)

where the time index t = 1, . . . , 500 ranges over all sam-
ples (depolarization and repolarization). The rd is a
dimensionless measure of the difference between two
signals (S and φe in our case); it is zero if the signals are
identical.

Results

Predictions of the realistic model

To show the rationale for developing the simple model,
we briefly review results obtained with the realistic
model. These results summarize and expand previously
reported findings [28, 29] and confirm results from stud-
ies with smaller-scale models [5, 6, 17, 34].

Figure 3 shows a representative sample of uegs from
the ventricular myocardium. Local repolarization times
(TR) are indicated with solid dots in the electrograms.
These are invariably located on the upslope of the
T wave.

In sinus rhythm, positive T waves were found in 44 %
of the analyzed positions (table 2). Their average TR was
40 ms earlier than that of negative T waves. In figure ,
panel A, TR distribution is shown separately for pos-
itive and negative T waves. Clearly, positive T waves
are generally associated with earlier repolarization than

100 ms

 10 mV

Figure 3: Simulated UEGs (realistic model) from various
sites in the ventricular myocardium. Local TR are indicated
with solid dots; local T90 with circles.

Table 2: Comparison of repolarization indices

positive T negative T

N 4376 (44 %) 5624 (56 %)

Tup−TR −0.1 ± 2.3 ms 0.7 ± 1.8 ms

Tdown−TR 28.7 ± 8.1 ms n.a.

Td2−T90 −2.6 ± 1.4 ms −2.5 ± 2.3 ms

Tapex−T90 2.8 ± 1.9 ms −29.0 ± 10.7 ms

N = number of measurement locations.

Values are mean ± standard deviation.

negative T waves. There is overlap between the dis-
tributions, reflecting the fact that repolarization time is
associated with a continuous spectrum of T-wave con-
figurations from entirely positive, through biphasic, to
entirely negative. This is illustated in panel B of fig-
ure , using (signed) T-wave area as a single parameter
to describe the configuration.

The performance of Tup in sinus rhythm is illustrated
in figure , panel C. On 1000 points shown in the figure,
8 outliers are seen; the other points lie within a few
milliseconds from the identity line.

The performance of Tup, Tdown, Td2, and Tapex on a

sample of 104 randomly chosen sites throughout the
ventricular myocardium, in sinus rhythm, is summa-
rized in table 2. The table shows that Tup is a very accu-
rate substitute for TR. An alternative for Tup in positive
T waves, Td2 predicts T90 reasonably well. In positive
T waves, the performance of Tapex is similar to that of
Td2 but with an opposite bias, whereas Tdown performs
very poorly.
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Figure 4: A: Distribution of TR for positive T waves (black
bars) and for negative T waves (white bars); N = 104.
B: scatter plot demonstrating the correlation between TR and
T-wave area; N = 1000. Three insets show typical UEGs
whose TR are indicated with vertical lines. The horizontal
axis is the same as in panels A and C. C: scatter plot demon-
strating the correlation between TR and Tup; N = 1000.

Pacing in the left ventricular apex caused repolariza-
tion to move predominantly from apex to base. This led
to 85 % positive T waves and increased the difference
in average TR between positive and negative T waves to
70 ms. The accuracy of Tup, Tdown, and Tapex as predic-
tors for repolarization time was not affected (changes
less than 1 ms). In a model with uniform intrinsic apd

(all cells set to type endocardial; see table 1) 49 % of the
T waves was positive and the difference in average TR

between positive and negative T waves was reduced to
31 ms (from 40 ms in sinus rhythm), but the accuracy of
the repolarization indices was again not affected.

Remote component for the simple model

Residuals r(x, t) computed according to equation (3) for
100 randomly chosen myocardial sites are plotted in fig-
ure 5, panel A, together with their average. Although
individual signals differ, the average gives a reasonable
estimate of their individual shapes, especially during
repolarization. To obtain a smooth signal, we used the
average R from 104 randomly chosen sites to compute
uegs with the simple model.

Validation of the simple model

Examples of uegs computed according to the simple
model (equation 5) are shown in figure 5, panels B–E.
These examples were chosen to illustrate a represen-
tative set of relative differences (rd) between the sim-
ple and realistic models. Figure 5, panel F, shows that
the vast majority of the 1000 sampled sites had accept-
able rd values. As expected with this highly simpli-
fied model, there were several bad matches as well.
These typically occurred in thin trabeculae, where re-
alistic uegs have small amplitudes and are more influ-
enced by remote activity. The simple model cannot ac-
count for this. The simple and realistic models agreed
on the polarity of the T wave in 90 % of the analyzed
positions (N = 104).

The performance of the simple model was similar
for different activation and repolarization sequences.
Whereas for sinus rhythm the median rd was 0.29

(N = 1000), it was 0.23 for apical pacing and 0.31 for
left ventricular epicardial pacing. In a model with uni-
form intrinsic apd, the median rd was 0.32 for sinus
rhythm.

Insights from the simple model

Figure 6 (upper two rows) shows how the ueg is con-
structed according to the simple model. The ueg is
computed as the inverted and downscaled difference
between Vm and VR (equation 5); it is positive when Vm
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Figure 5: Panel A: Determination of the remote component R. Gray lines: r(x, t)
computed for 100 individual sites. Black line: average of these 100 signals. Panels

B–E: UEG computed with the simple model (black) compared to the realistic model
(gray). Positions were selected to show: (B) the best match; (C) a median match with
positive T wave; (D) a median match with negative T wave; and (E) the worst match.
The vertical axis gives potential (mV). Each panel gives the corresponding relative
difference (RD). Panel F: frequency distribution of RD values over a sample of 1000

comparisons. The last bin represents RD ≥ 3.

is more negative than VR (blue area) and negative when
Vm is more positive than VR (red area). Thus, positive
T waves must occur at early-repolarizing sites.

The third row of signals in figure 6 shows how the
simple model compares to the realistic model.

The fourth row in figure 6 shows how the simple
model can help us to understand the proposed repo-
larization indices Tup and Tdown. It shows the temporal
derivatives of the Vm and VR signals. We will use the
notation V̇ to indicate the temporal derivative dV/dt. A
dashed trace shows V̇R and a solid trace shows V̇m. The
minimum of V̇m defines TR, which is indicated by a red
vertical line. Coincident with this line is a dashed black
vertical line, which indicates Tup, the instant of maxi-

mum Ṡ. The (near) equality of TR and Tup can be un-

derstood by observing that the maximum of Ṡ, which is
proportional to V̇R − V̇m, always occurs near minimum
V̇m, due to the soft slopes of VR. Thus, in normal tissue,
the remote component does not perturb Tup much.

The fifth row in figure 6 shows Ṡ itself. Its extrema,
which define Tup and Tdown, occur near the minima of
Vm and VR, respectively, but generally do not coincide
exactly with these.

Tdown occurs where the difference V̇R − V̇m is most
negative. At very early repolarizing sites (panel A in
figure 6) Tdown occurs well after the end of the local
ap and corresponds with the minimum in V̇R. At less
early sites, it still occurs after the end of the ap, be-
cause V̇R can only dominate the difference when Vm is
nearly back at resting potential. At sites with intermedi-
ate repolarization times, V̇R and V̇m together determine
Tdown. Both experimental [46] and numerical [28] stud-
ies have previously shown a (weak) correlation between
Tdown and repolarization time. However, a theoretical
explanation has been lacking. The simple model readily
explains this relation, also showing why it has a vari-
able, non-unitary slope. According to the simple model,
we should expect that for very early-repolarizing sites,
where the downslopes of Vm and VR occur far away
from each other, the local component cannot influence
Tdown. Thus, at these sites Tdown should be independent
of TR. At very late-repolarizing sites (panel C in fig-
ure 6), Tdown is again very close to the minimum in V̇R.

The Td2 index can be understood by considering
second-order derivatives, which correspond to curva-
ture in the original Vm and VR signals. Td2 is defined
as the instant of minimum d2φe/dt2, i.e. most down-
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Figure 6: Construction of UEGs with the simple model. The top frame in each panel
shows simulated Vm from three different locations in the model (solid line) and the
location-independent VR (dashed). The second frame shows their downscaled and
inverted difference, i.e. the UEG according to the simple model. In the third frame,
this UEG (red) is compared to the UEG computed with the realistic model (black).
The fourth frame shows the temporal derivatives V̇m (solid line) and V̇R (dashed).
The fifth frame shows the temporal derivative of the UEG itself (computed with the
simple model). Each red vertical line indicates TR, i.e. the instant of minimum V̇m.
Each of these lines is half obscured by a dashed black line which indicates Tup, leading
to a black-red dashed line. Each dashed blue vertical line indicates Tdown. Panel A:

positive T wave. Panel B: biphasic T wave. Panel C: negative T wave.

ward curvature in φe. According to the simple model,
this corresponds to the most upward curvature in Vm,
if distortion from VR is negligible. This upward curva-
ture occurs at the end of the ap, near T90 in healthy
myocardium. Because VR is a very smooth signal, its
curvature is indeed negligible. This explains the small
difference between Td2 and T90 (table 2). In positive
T waves, the sharp turn in φe leads in most cases to the
apex of the wave. Thus, in positive T waves, Tapex is

close to Td2.

We reported above that during apical pacing in the
realistic model, 85 % of the myocardium showed posi-
tive T waves, while this was 44 % of sinus rhythm. The
simple model explains this finding too. When the heart
was paced at the apex, the basal region repolarized last.
Because the reference electrode was near the base, this
region was more strongly represented in VR, and its
late repolarization prolonged VR. Since the majority
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of sites now repolarized earlier than VR, a majority of
T waves became positive. During sinus rhythm posi-
tive T waves were a minority. An explanation for this is
given in the Appendix: under the assumption that the
myocardium is isotropic, only sites at the surface of the
myocardium contribute to VR. In the anisotropic heart
this is not strictly true, but the surface still dominates.
The fact that we used sites from the whole myocardium
to determine VR does not change this. Thus, the mid-
myocardial region has less influence on VR. In sinus
rhythm, this region was the last to repolarize. Due to the
small influence of this late-repolarizing tissue, repolar-
ization of VR during sinus rhythm occurred somewhat
earlier than the average of the myocardium, making a
larger volume of myocardium appear late-repolarizing
and having negative T waves.

Although Tup and TR are closely related, they do not
coincide exactly. This can be understood in terms of the
simple model as follows. In figure 7, the signals V̇m

and V̇R are plotted in a short interval around TR. These
signals correspond to the first column in figure 6. In
this case, TR (the instant of minimum V̇m) was 277 ms
and Tup (the instant of maximum Ṡ) was 276 ms. The

reason for this difference is that Ṡ is determined by both
V̇m and V̇R: From equation (5) it follows that Ṡ(x, t) is
proportional to V̇R(t)− V̇m(x, t). In the case of figure 7,
the second derivative of Vm was smaller than the second
derivative of VR during a full sample interval before TR,
as shown by the tangent lines. Therefore, the difference
V̇R − V̇m was slightly larger at t = 276 ms than at t =
TR.

Discussion

We have shown that in healthy tissue the local contri-
bution to the ueg is essentially a downscaled inverted
ap. The electrogram is positive when local Vm is more
negative than VR. This explains why T waves are pos-
itive for early-repolarizing cells. Cells with intermedi-
ate repolarization times have a Vm that initially stays
above VR, but descends below it in the final stage of re-
polarization. This explains their biphasic T waves. As
observed experimentally [8, 17], such biphasic waves al-
ways have a negative part followed by a positive part.
In late-repolarizing regions the T wave is negative be-
cause the local membrane is still depolarized while it is
repolarized elsewhere.

Due to the relatively soft slopes of VR, first- and
second-order derivatives of the ueg are dominated by
the derivatives of Vm. Thus, where Vm makes its steep-
est descent, the ueg makes its steepest ascent. This
explains the near-equality of Tup and TR. Where Vm

turns most sharply upward, the ueg turns most sharply

265 275 285 295

−2.5

−2

−1.5

−1

−0.5

0

time (ms)

dV
/d

t T
up

=276
T

R
=277

Figure 7: Illustration of difference between Tup and TR. The

first derivative of the membrane potential, V̇m, at the same
location as the leftmost column in figure 6, is shown with
solid dots, connected with line segments (1-ms sampling in-
terval). The signal V̇R is shown similarly with open circles.
Computed tangent lines to both signals at t = TR − 0.5 ms
demonstrate that the second derivative of VR at this time is
larger than the second derivative of Vm, leading to a difference
of 1 ms between Tup and TR.

downward. This explains the small difference between
Td2, T90, and, in positive T waves, Tapex. Only when
Vm is very flat the slope of VR can dominate the slope
of the ueg. This leads to a coincidence of Tdown and
the instant of minimum dVR/dt for very late- and very
early-repolarizing sites. At sites with intermediate repo-
larization times, this relation is modulated by the slope
of the local Vm, leading to a (weak) correlation between
TR and Tdown.

The ARI and alternatives

Wyatt et al. proposed the activation-recovery interval
(ari) as a substitute for the apd, which cannot easily
be measured in vivo [45]. The ari was measured from
the time of steepest downstroke of the ueg to the time
of steepest upstroke of its T wave. Comparison with
transmembrane apd and with effective refractory period
demonstrated the validity of this method [3, 8, 17, 21]. A
simulation study with a cable model also confirmed the
method, and demonstrated some of the circumstances
in which it is less accurate [34].

Other authors proposed that, for positive T waves,
Tdown should be used instead of Tup [2, 13, 46]. The
original rationale for this “alternative method” was that
in some studies its results correlated better with the du-
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ration of the monophasic action potential [2, 46]. The
intuition that the end of the local T wave (i.e. Tdown for
positive T waves) should correspond to local TR may
also play a role.

Our simple model shows that in normal tissue, Tup

is temporally linked to TR. This (simple) model is not
suitable for all conditions. For example, it cannot faith-
fully simulate uegs in case of fibrosis or intracavitary
measurements. It is possible that the relation fails there,
e.g. because the active tissue is so sparse or so far from
the exploring electrode that the slope of VR can dom-
inate the slope of the ueg, or because the tissue is too
anisotropic. However, it is difficult to imagine that un-
der these conditions the relation between TR and Tup

would be replaced by a relation between TR and Tdown.
Such circumstances can only be studied with a more re-
alistic model [29].

Another possible alternative for Tup is the T-wave
area, which correlates strongly with TR [28, 42]. This re-
lation may be useful as a last resort when Tup cannot be
measured. However, caution is necessary because other
factors may influence T-wave area. It may be a useful
index if such problems can be ruled out, or in order
to assess local changes in apd. When there is no op-
portunity for a quantitative analysis, the polarity of the
T wave can give a coarse estimate of local repolariza-
tion time with respect to the average of the ventricular
myocardium.

In model studies, Td2 too has shown potential as
an estimate for TR or T90, but its sensitivity to noise
may limit its applicability in practice [5]. For positive
T waves, Tapex is equally accurate.

Sources of inaccuracy in the ARI

Generally, Tup and TR will not be exactly the same, be-
cause the ueg contains a remote component. At TR it-
self, where V̇m is minimal, the second derivative of Vm,
V̈m, is zero, so any signal component with a nonzero
second derivative at TR can modulate Tup. This dis-
placement is limited to the interval in which the magni-
tude of V̈m is smaller than that of the other components
of the ueg. According to the simple model, the only
other component is VR. Its second derivative, V̈R, is
generally small but not zero at TR. If V̈R < 0 at TR, Tup

will be earlier than TR, and if V̈R > 0 at TR, Tup will be
later than TR.

In this study, the interval in which the absolute value
of V̈m is small enough to allow a difference between
Tup and TR was generally less than 2 ms long. However,
in failing [30] or ischemic myocytes, the ap can have a
long, linear downslope, i.e. a long interval in which the
absolute value of V̈m is small. This can lead to consider-
able differences between Tup and TR [17, 34]. The same

problem occurs with atrial myocytes that lack a plateau
in their ap [42].

Other ways to explain the UEG

Previous explanations of the validity of the ari were
based on propagation in a uniform cable, which is
equivalent to plane-wave propagation in a uniform
isotropic 3-D medium [17, 34]. Under the assumption
that the repolarization wavefront travels with a fixed ve-
locity and the final phase of the ap is temporally sym-
metric about TR, a strict equivalence of Tup and the in-
stant of minimum third temporal derivative of Vm can
be demonstrated [34]. A disadvantage of this approach
is that the generalization to arbitrary repolarization se-
quences is not obvious.

Another ueg model that has been successful in pro-
viding insight is the oblique dipole layer [4]. Whereas
this model is very useful in explaining anisotropic ef-
fects on the qrs complex, we think that it is not conve-
nient for an explanation of the ari and T-wave polarity.

The cable model can also be used to explain T-wave
polarity. For depolarization wavefronts, this has been
treated e.g. by Spach et al. [33]. With the signs inversed,
this treatment is perfectly applicable to repolarization
wavefronts. Just like the amplitude ratio of the R and S
waves in the ueg contains information about depolariza-
tion time [10], the positive/negative amplitude ratio of
the T wave gives information about repolarization time.

The remote component

The signal VR was obtained in an ad-hoc way. In the Ap-
pendix, we argue that it can be interpreted as an aver-
age membrane potential. This average is not calculated
over the entire myocardium, but only over its surface.
In addition, different cells contribute to it with different
weights, and these weights depend on the position of
the reference electrode. This is to be expected, since the
location of the reference is known to influence the ueg

shape substantially. However, the amplitude of VR is al-
ways similar to the ap amplitude, and its shape always
represents a weighted average of remote ap.

Modeling techniques used

In our “realistic model,” dispersion of ap shape was
based on inhomogeneous expression of ion channels
and subunits. Presently, these inhomogeneities are in-
sufficiently characterized to explain the dispersion of ap

shape in the human heart and to obtain normal T waves
in the ecg [7, 36, 37]. However, the similarity of results
obtained with the realistic model for different repolar-
ization sequences demonstrates that a faithful represen-
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tation of the true dispersion of ap shapes is not impor-
tant for our study.

Conclusion

In normal myocardium, the ueg can be understood (ap-
proximately) as the difference between an inverted ac-
tion potential and a remote component. With this sim-
ple model, the mechanism and limitations of all pro-
posed repolarization markers can be readily explained.
The relation between Tup and TR, which has previously
been established both theoretically and experimentally,
can now be understood intuitively.

In positive T waves, there is a weak correlation be-
tween Tdown and TR. In contrast to the (near) identity
relation between Tup and TR, the relation between Tdown

and TR has a variable, non-unitary slope. A theoretical
basis for their correlation has been lacking. The sim-
ple model explains the correlation, and the non-unitary
slope of the relation, making clear that this relation
should not be exploited for the determination of repo-
larization times.

We confirm the conclusion that Tup is the best esti-
mate of TR, regardless of T-wave sign. Td2 and Tapex

may sometimes be useful. Tdown should never be used.

Grants

Computational resources for this work were provided
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Appendix: Rationale for the Simple
model

The bidomain model is the theoretical basis for almost
all current modeling work in cardiac electrophysiology
[14, 22, 24, 41]. It approximates the myocardium with
two continuous domains. The “intracellular domain”
represents the interior of myocytes and gap junctions,
while the “extracellular domain” represents the inter-
stitium. Intracavitary blood and connective tissue can
be thought of as an extension of the extracellular do-
main [27]. The electric conductivity of each domain is
represented by conductivity tensor fields Gi and Ge, re-
spectively. The bidomain model states that all current
that leaves one domain at a given location must enter
the other domain at the same location:

∇ · Gi(x)∇φi(x, t) = −∇ · Ge(x)∇φe(x, t) (7)

where φi and φe are the intracellular and extracellular
potential fields. Using the transmembrane potential

Vm(x, t) = φi(x, t)−φe(x, t) (8)

the bidomain equation can be rewritten as

∇ · [Gi(x) + Ge(x)]∇φe(x, t) = −∇ · Gi(x)∇Vm(x, t).
(9)

This equation allows the computation of φe(x, t) from a
known distribution of Vm. It only determines φe up to
an arbitrary offset potential, which is fixed by defining
φe(y, t) to be zero at the location, y, of the reference
electrode. Since (9) is an implicit equation which must
be satisfied for all x, it can only be solved in general by
computing φe throughout the heart at once by solving a
large system of linear equations [27]. The realistic model
employed in this study uses this method. This solution
process can not be intuitively understood. To arrive at
an equation that can be easily understood, we assume
Gi and Ge to be homogeneous and isotropic, so that we
can represent them by scalars gi and ge and write

(gi + ge)∇
2φe(x, t) = −gi∇

2Vm(x, t). (10)

In the absence of boundaries, the general solution of this
equation is

φe(x, t) = −
gi

gi + ge
Vm(x, t) +φoff(t) (11)

where φoff(t) is an undefined offset potential [25]. Due
to the assumption of isotropy, this equation for 3-D tis-
sue is the same as the expression for φe in the one-
dimensional cable [16, 18, 25]. The first term in equation
(11) is our expression for the local component, L(x, t).

If we define the extracellular potential at a reference
location, y, to be zero: φe(y, t) ≡ 0, we find the follow-
ing expression for the offset potential:

φoff(t) =
gi

gi + ge
Vm(y, t) (12)

Thus, bipolar electrograms can be computed with equa-
tion (11). For the ueg, a reference location in a pas-
sive medium (inactive tissue, blood, or perfusion fluid)
must be used. This situation cannot be modeled realisti-
cally with an infinite-medium approach as used above.
Therefore we seek to replace φoff(t) in equation (11) by
a more general remote component R(t) that can account
for the inhomogeneities and boundaries of the body.

There are essentially two methods to compute uegs
in a bounded and inhomogeneous body. The first is
to use a differential equation like (9). This is the ap-
proach taken by the realistic model used in this study.
As stated above, it has the disadvantage of providing lit-
tle insight in the mechanisms underlying the ueg. The
second method is based on integral rather than differen-
tial expressions. A suitable integral-based method was
proposed by Geselowitz in a brief conference paper [15];
details of his derivations are given in earlier work [14].
The method is based on what is now called an “equiv-
alent double layer” [39]. Assume that a current Iapp

is injected through an exploring electrode at a point x
inside the myocardium, and leaves through a reference
electrode located at a point y outside the myocardium.
The resulting current field inside the body, including
the myocardium, is denoted as Jxy. The field Jxy/Iapp is
traditionally called the “lead field” [20] or “lead vector
field” [26] for the given pair of electrodes. Assuming
isotropic extracellular and intracellular media, the ueg,
i.e., the potential difference between the two electrodes,
Vxy, can then be expressed as

Vxy = −
gi

gi + ge

[

Vm(x, t) +
1

Iapp

∫

S
VmJxy · dS

]

(13)

where S is the surface of the active myocardium, over
which the product of Vm and Jxy is integrated [15].
Comparison with equations (5) and (11) confirms the
expression for the local component, L(x, t), and identi-
fies the term involving the surface integral as what we
named the remote component R(x, t) of the ueg. It is
not obvious from this expression that R depends little
on the position of the exploring electrode. Therefore we
calculated lead fields Jxy (using the same software as for
the realistic model [27]) and evaluated the expression

Rxny = −
gi

gi + ge

1

Iapp

∫

S
VmJxy · dS (14)

for five different positions {xn, n = 1 . . . 5} of the ex-
ploring electrode and a reference electrode at location y
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Figure 8: Panel A: Thin solid lines show the remote compo-
nent Rxy evaluated for a reference electrode in the left atrium
and exploring electrodes (1) in the right ventricular suben-
docardium, (2) in the left-ventricular (LV) apical midmy-
ocardium, (3) LV subendocardially in the tip of the septum,
(4) LV basal subendocardial, and (5) LV posterior subepicar-
dially at the level of the papillary muscles. The thick dashed
line shows the average of these 5 signals. Panel B: The dashed
line is the same as in panel A. The solid line is R(t) according
to the simple model (computed from residuals r(x, t) at many
sites).

in the left atrium. The results are shown in figure 8, and
demonstrate that Ry defined as the average of several
Rxn ,y would be a good approximation for each individ-
ual Rxny. For practical reasons, R used elsewhere in
this paper was obtained by subtracting the local com-
ponent, L(x, t) from φe(x, t) computed with a realistic
model, and averaging the difference over many loca-
tions x. Panel B of figure 8 shows that Ry and R are
nearly identical. Since the purpose of our simple model
is only to give insight, and not to replace the realistic
model for numerical simulations, the actual method to
arrive at R is not important.

From charge conservation, we must have

∫

S
Jxy · dS = Iapp. (15)

Thus, equation (13) demonstrates that we can think of
VR for any pair of electrodes at x and y, which can be
expressed as

VR =
1

Iapp

∫

S
VmJxy · dS (16)

as an average membrane potential, albeit with a weight-
ing that depends on the reference location. Under the
assumption of isotropy, only Vm at the surface of the
myocardium contributes. Therefore VR does not re-
flect late repolarization of the mid-myocardium [44]. In
the anisotropic heart, the deeper myocardium does con-
tribute to VR, but the surface still dominates.

In previous work we have computed VR as a non-
weighted average of Vm over the whole myocardium
[28, 29]. The more general method employed here is
more accurate, especially for abnormal repolarization
sequences.

The simple model is not intended as an alternative
for complete bidomain solutions, or competition for less
crude approximations such as the oblique dipole model
[4]. It is only a “rule of thumb” that allows us to explain
how the ueg relates to action potentials. As such, it is
similar to models that explain the electrocardiogram as
a difference between two action potentials. Such models
are used by many teachers of electrocardiography [1,
35].
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