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“Read them,” said the King. The White Rabbit put on his spectacles.
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“Begin at the beginning,” the King said, very gravely, “and go on till you
come to the end: then stop.”
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Chapter 1

Introduction

1.1 Electrocardiography

Electricity plays an important role in biological systems. Interestingly, bio-
logical systems also played an important role in the development of our
understanding of electricity itself when by the end of the eighteenth cen-
tury the physician Galvani discovered that the muscles of a dissected frog’s
leg contract if the leg is touched with an arc made of two different metals.
Galvani explained this phenomenon, in accordance with the theory of elec-
tricity of his time, as caused by electricity of physiological origin. The
discovery also prompted the physicist Volta to revise the whole eighteenth-
century theory of electricity, to allow a physical rather than a physiological
explanation. The ensuing dispute between Galvani and Volta concerning
the physical or the physiological origin of electricity was never settled:
Galvani demonstrated that electricity could be generated without metals
while Volta demonstrated that it could be generated without frogs. Gal-
vani’s method was interesting from a physiological point of view, but due
to the lack of accurate instruments could not be fully appreciated until the
end of the nineteenth century. Volta’s method on the other hand found
immediate application leading to the invention of the electrical battery or
“Voltaic pile,” which provided continuous electrical current.

Today, biology no longer has such a profound influence on the develop-
ment of pure physics. Instead, biology is now considered an application of
physics—though not of physics alone [138]. What did not change, however,
is the possible fruitfulness of the collaboration between a physician and a
physicist [154, 260].

Besides illustrating the strength of combining physiological and phys-
ical talents, the account of the Galvani–Volta controversy given above intro-
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14 Chapter 1. Introduction

duces the topic of this thesis: the electrical activation of (heart) muscle. It
was known for several decades before Galvani performed his experiments
that muscles are activated electrically [195], but the experiments of Gal-
vani demonstrated that this stimulation could be far more subtle than the
pulses from electrical engines commonly applied in his time. What sets the
heart aside from other muscles is the fact that its activation takes place in a
single wave, moving essentially from one end of the heart to the other. This
organization makes it possible that the minute currents generated by all in-
dividual myocytes (muscle cells) add up to generate potential differences
that can be observed even with rather crude instruments. Together with
technical developments this accounts for the fact that the first bioelectrical
signal that was obtained noninvasively was an electrocardiogram (ecg), re-
corded by Waller in 1887, and not an electromyogram, by Galvani in the
eighteenth century [24, 67].

1.2 Conventional Electrocardiography

In 1901 Einthoven developed the string galvanometer, with which the first
faithful recording of a human surface ecg was made in 1902 [67]. Sub-
sequently, Einthoven and his contemporaries carried out extensive research
of the ecg in normal and diseased hearts and provided the basis for our un-
derstanding of the relation between cardiac activation and the surface ecg.
Since this pioneering work the ecg has evolved into one of the most im-
portant diagnostic tools in cardiology.

The standards for lead placement that were introduced by Einthoven
are still in use today for bipolar extremity lead recordings. Usually three
electrodes are applied, which are attached to the arms and the left leg of
the subject (figure 1.1). If it is assumed that the heart generates a dipole
field, the strenght and direction of the part of the dipole that lies in the
frontal plane can be derived from the amplitude of the potentials measured
between pairs of these three electrodes.

The average of the potentials of these three electrodes is termed Wilson’s
Central Terminal (wct) and is commonly used as a reference potential for
unipolar leads from additional electrodes. Wilson proposed six additional
electrodes, placed on the left anterior chest and termed “precordial leads,”
in order to observe the horizontal component of the assumed cardiac dipole
(figure 1.1).

It is customary to have as extremity leads not only the three Einthoven
leads i, ii, and iii but also the linear combinations avr, avl, and avf. To-
gether with Wilson’s six precordial leads these constitute the “standard 12-
lead ecg.”
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Figure 1.1: (a) Einthoven’s electrode positions left arm (LA), left leg (LL), and
right arm (RA). (b) Einthoven lead I, defined as LA − RA. (c) Einthoven lead III,
defined as LL − LA. (d) Wilson’s precordial leads V1–V6. (e) Orthogonal Frank
leads X, Y, and Z.

Another lead system, which gives a more accurate description of the
cardiac dipole in three dimensions, is the orthogonal lead system proposed
by Frank [69] (see figure 1.1). The three orthogonal leads, termed X, Y and
Z, are used to create the so-called “vector cardiogram.”

1.3 Body Surface Mapping

Electrocardiographic body surface mapping, or multichannel electrocardi-
ography, comprises the recording of many (32 up to several hundred) ecgs
simultaneously from the body surface (figure 1.2). This technique aims at
collecting as much information about the electrical behaviour of the heart as
can possibly be obtained by surface potential measurements. Efforts have
been made to determine the optimal number of leads where practically no
extra information can be obtained if more leads are added.

A lower limit can be derived from the number of independent signals,
which is estimated to be about 8–10 for individual subjects [96,264–266]. In
order to record all information, the number of leads must be substantially
larger than the number of independent signals.

Using recordings with many leads (about 200), estimates can be made
of the minimum number of leads that is needed to obtain the same accur-
acy. By application of the spatial sampling theorem to data sets of 209 leads,
Zywietz determined this to be approximately 33 [285]. Another approach
to determine the optimal number of leads was employed by Lux et al.
[160, 162]. They demonstrated that sets of approximately 32 well-chosen
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(a)

(b)

Figure 1.2: (a) Electrodes of the Amsterdam 62-lead body surface mapping set.
The set includes the standard 6 precordial electrodes, shown here with open circles.
Other electrodes are indicated with solid circles. (b) Example of a body surface map
recorded with the lead set shown in panel (a). This map displays the potential dis-
tribution, integrated over some time interval, over the body surface, using contour
lines which connect points with equal values. Plus and minus signs indicate the
extrema positions; the shaded area identifies torso sites with positive values.

leads (figure 1.3) can predict the signals recorded in 192 leads with a very
small error [160]. The Amsterdam 62-lead set used by our group includes
two of these limited lead sets, known as the “Lux limited” and the “Lux an-
terior” set [252], and can therefore be expected to provide about the same
information as 192 equally distributed leads. For visualization purposes,
potentials at these 192 electrode positions are often estimated by interpola-
tion from the 62 measured leads.
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1.3 Body Surface Mapping 17

Lux 192 Amsterdam

Lux limitedMontreal

Figure 1.3: Examples of body surface mapping electrode sets. The Lux 192-
electrode set (upper left panel) consists of 16 columns and 12 rows, with equally
spaced lead sites. The Amsterdam 62-electrode set (upper right panel) is a subset
of this set. Its electrodes are applied in 14 flexible straps. The Amsterdam set [252]
was created as a superset of the Lux limited set [160] shown in the bottom right
panel. Among others, it includes approximated positions of all six standard pre-
cordial electrodes, shown with open circles in these diagrams. The Lux limited set
(lower right panel) includes only three of these positions. In the lower left panel,
a different electrode set, employed in Montreal, Canada, is shown [228]. This set
consists of 12 columns and includes positions on the sternum and spine, while the
Lux-based sets have positions adjacent to the sternum and spine. An overview of
body surface mapping sets is given by Hoekema et al. [98].

Because the difference in information content between ∼ 30 leads and
∼ 200 leads is already small, it is assumed that recording even more than
about 200 leads does not significantly increase accuracy. If the difference in
accuracy between 30 and 200 leads is considered small enough, it follows
that 30 well-chosen leads are able to record all relevant information. We
conclude that the Amsterdam lead set, with 62 leads incorporating the two
limited lead sets published by Lux et al. [160] as well as the conventional
precordial leads and several other electrodes [252], is able to record all elec-
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18 Chapter 1. Introduction

trocardiographic information that can be obtained from the body surface.

The extra information that can be provided by a body surface map
(bsm), as compared to the standard 12-lead ecg, is useful for more accur-
ate localization of cardiac arrhythmias. It has been used to identify the exit
site of ventricular tachycardia (vt) and ventricular extrasystoles (ves) [235–
237, 242], pre-excitation sites in Wolff–Parkinson–White (wpw) syndrome
[146, 176, 180, 191, 282], and the focal origin of atrial arrhythmias [239, 240].
It can also be applied for accurate and quantitative detection of abnormal
depolarization and repolarization sequences [1, 42, 44, 190, 192, 193], for im-
proved diagnosis of ventricular hypertrophy [136], for diagnosis of myocar-
dial infarction [135], and for measurement of induced ischaemia [251].

1.4 Catheter Ablation

Body surface mapping can be used together with endocardial catheters, in
order to speed up a catheter-ablation procedure by guiding a catheter ef-
ficiently to the site of origin of an arrhythmia [194, 235]. The arrhythmic
substrate can then be destroyed by delivery of radiofrequency (rf) energy
[29, 182, 225, 233], cryoablation, or ethanol infusion [53, 127]. Catheter abla-
tion is now routinely performed for treatment of vts, as an alternative for,
or complementary to, administration of antiarrhythmic drugs or applica-
tion of an implantable cardioverter-defibrillator (icd) [29]. It is considered
the treatment of choice in several situations, especially for treatment of at-
rial flutter [183, 196]. The application of body surface mapping to acceler-
ate this procedure has been a subject of clinical research [194]. This thesis
deals with two improvements to the techniques of bsm-guided catheter ab-
lation. 1) Chapters 6, 7, and 8 discuss a method called continuous localiz-
ation, which provides a more accurate localization of the arrhythmogenic
site than the simple database lookup method that was used in the stud-
ies by SippensGroenewegen and Peeters [194, 236, 237]. 2) In chapter 9, a
method is discussed to present the localization results in such a way that
they can be more easily interpreted during a catheterization procedure.

1.5 Endocardial Mapping

Application of endocardial mapping during cardiac surgery as a means to
treat cardiac arrhythmias has shown the importance of recording simultan-
eous electrograms at several endocardial sites, given the difficulty of re-
peated arrhythmia induction in the operating room [14]. However, cardiac
surgery is a highly demanding procedure. Therefore, treatment with less
invasive methods, such as administration of antiarrhythmic drugs, catheter
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(a) (b)

Figure 1.4: (a) Constellation Basket catheter (Boston Scientific Inc.), consisting of
eight flexible nitinol splines, each containing eight electrodes. The measuring rule
is in centimetres and millimetres. (b) Fluoroscopic image of a Constellation Basket
catheter positioned in the left ventricle of a patient (left anterior oblique view). The
basket splines are hardly visible but the electrodes and the catheter shaft can be
clearly seen. In the upper left corner of the image, two mapping catheters are also
visible. Especially their tips, containing metal electrodes, are well discernible.

ablation, or application of an implantable cardioverter-defibrillator (icd) is
preferred and antiarrhythmic surgery is performed infrequently

Multichannel mapping can also be advantageous during a catheter ab-
lation procedure. First because it saves time, and second, because induction
of arrhythmia can be difficult in the electrophysiology laboratory just like
it is during surgery. Additionally, haemodynamic instability can in some
cases preclude long periods of induced arrhythmia. Recently, multichannel
endocardial catheter mapping has become feasible due to the introduction
of “basket” catheters. For example, the Constellation Basket catheter (Bo-
ston Scientific Inc., Natick, ma, usa), illustrated in figure 1.4, which consists
of eight flexible splines, each containing eight electrodes, provides simul-
taneous electrograms from 64 endocardial sites in a single cavity. Basket
catheters have been used in animals [63,78,117], human atria [221], and the
human left ventricle [47, 48, 229].

Chapter 3 of this thesis discusses the analysis of intracardial electro-
grams in general. The analysis of endocardial electrograms recorded with
a basket catheter is discussed in chapter 4.

1.6 Integrated Mapping

At the St. Antonius Hospital in Nieuwegein, the Netherlands, equipment
for the simultaneous acquisition of 62-channel body surface maps, 61 bas-
ket leads, and 3 extremity leads is available. This “integrated mapping”
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20 Chapter 1. Introduction

system, which is able to record 126 surface and endocardial leads with
2 µV resolution, 16 bits (131 mV) dynamic range, and amplifier noise be-
low 0.4 µVrms, can make continuous recordings of several hours duration
which are presently unique in the world. Both mapping techniques have
the capability to perform diagnosis based on a single beat; however, the
basket gives more detailed and more reliable information on the electrical
activity of the endocardium, whereas bsm also provides information on
electrical activity in parts of the heart not covered by the basket catheter.

Simultaneous recording of multichannel endocardial electrograms and
body surface electrocardiograms allows investigators to evaluate and de-
velop noninvasive diagnostic methods based on body surface mapping,
which can be used in patients where basket mapping is not performed.
Applications that can be evaluated with this approach are localization of
vt exit sites [47], localization of “late potentials” [148, 275], and assessment
of dispersion in repolarization.

Simultaneous acquisition of many endocardial and body surface leads
will be referred to as integrated mapping. The title of this thesis reflects the
fact that it discusses body surface mapping, endocardial mapping, and in-
tegrated mapping. A software package that can be used for integrated map-
ping is presented in chapter 10. Specific problems of basket mapping are
discussed in chapter 4.

1.7 Applications of Integrated Mapping

The clinical importance of endocardial basket mapping lies in the possibil-
ity to derive the activation pattern from a single beat, which makes it pos-
sible to identify the site of origin of vts that cannot be localized by tradi-
tional roving catheters because they are difficult to induce, or haemody-
namically unstable. Particularly in cases where the vt leads quickly to loss
of consciousness, basket mapping is an option. The basket is applied for
the study of vt in patients with extensive infarction scars which lead to
complex activation patterns and multiple vt morphologies [47, 48].

The possibility to determine activation patterns on a beat-by-beat basis
is important for research purposes as well because it may give insight in
the formation of arrhythmia.

Integrated mapping can also be applied for the development and valid-
ation of body surface mapping methods. In particular, endocardial activa-
tion maps may be used to determine the exit site of a vt, which can be used
as a gold standard for exit site identification using a body surface map.

The “Nieuwegein recordings” are at present the only data that make
this comparison possible in a closed-chest situation. A challenge to the in-
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1.8 Catheter Ablation Guided by Body Surface Mapping 21

vestigators of these data is the fact that they were recorded exclusively in
patients with severely infarcted hearts—the basket catheter was not em-
ployed in patients with structurally normal hearts. The analysis of activa-
tion patterns in infarcted hearts is difficult, but on the other hand particu-
larly interesting. Moreover, it is known that exit-site localization methods
based on surface electrocardiograms perform less well in severely infarcted
hearts than in structurally normal hearts. The Nieuwegein recordings are
especially useful for analysis of this problem [47, 206].

Another topic of research using integrated mapping may be the relation
between repolarization abnormalities of the endocardium and changes in
the bsm pattern. To date this has not been investigated with integrated
mapping data.

1.8 Catheter Ablation Guided by Body Surface

Mapping

The work described in this thesis is part of a longer-term effort towards
the creation of a system that uses noninvasive ecg data to guide the cath-
eter quickly to the site of origin of an arrhythmia during a catheter-ablation
procedure [123, 151, 154, 172, 194, 235–237, 241]. The system should auto-
matically detect arrhythmic beats and present them to the operator. After
approval and classification, the system should present the exit site localiz-
ation derived from the ecg data on the displays of the fluoroscopy system,
which are used to monitor the catheter position. Thus, the result can be
easily compared with the catheter position. In addition, the system should
automatically detect every paced beat during a pace mapping protocol,
compute its site of origin, and show it in the same fluoroscopic displays.
By giving an easily interpretable estimate of the relative positions of pa-
cing sites and arrhythmia exit sites, the system should facilitate the work
of the physician, to speed up the procedure and to allow treatment of more
difficult arrhythmias.

The system can be thought of as subdivided into several modules: ac-
quisition of bsm data, detection and classification of qrs complexes, es-
timation of the site of origin of ectopic beats, translation to fluoroscopic
views, display, and interaction with physicians and operators. To date
several of the tasks to be performed by these modules have not been de-
scribed. Non-stop acquisition of 62-channel ecg data has only recently
become feasible; this thesis is one of the first publications to describe the
application of continuous multichannel ecg data. qrs detection in vt has
been investigated [123] but the accuracy of this method needs to be im-
proved. Conversion of localization results into biplane fluoroscopic projec-
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22 Chapter 1. Introduction

tions requires a three-dimensional (3-D) model of the individual heart, or at
least an approximation, which is not routinely available; a simple method
is developed in chapter 9. A method for accurate automatic localization
of ectopic beats, termed “continuous localization,” has recently been de-
veloped [212] (chapters 6, 7, and 8). The influence of infarction on these
methods is first described in chapter 8 of this thesis.

The interface between the system and the physician can only be de-
veloped experimentally, when a prototype system is clinically used. Ap-
plication of this prototype system during catheter-ablation procedures is
necessary to find out exactly which data must be displayed, which interac-
tion with the physician is necessary, how to adapt the algorithms to indi-
vidual patients, etc.

As indicated above, integrated mapping data can help us to test newly-
developed methods for arrhythmia localization and to investigate the in-
fluence of infarct scars on the accuracy of these methods. Conversion into
biplane fluoroscopic projections can be evaluated with existing data from
pace mapping studies [236], as discussed in chapter 9 [213]. When the ar-
rhythmia localization problem has been solved, a prototype guidance sys-
tem can be created.

1.9 Data Exchange in the Electrophysiology

Laboratory

Communication between several acquisition systems and analysis systems
in the catheterization laboratory is necessary for our procedures. Various
modalities like fluoroscopy, ecg, blood flow, and blood pressure all have
their own recording systems, and present their results on different dis-
plays. Sometimes even the surface ecg and endocardial electrograms ob-
tained with catheters are recorded with different systems. The same applies
to the operating room, where a similar diversity of monitoring systems is
used. At present, manufacturers of commercial equipment provide some
communication, e.g. between a blood pressure recorder and an ecg record-
ing system, in an ad hoc fashion. Proprietary communication protocols are
used and different manufacturers have to establish bilateral agreements in
order to exchange data. For every pair of communicating devices, a spe-
cial connection—usually a wire—is needed. The creation of an open stand-
ard for data interchange between instruments used in the catheterization
laboratory or operating room would make it much easier to combine in-
struments from different manufacturers and to add experimental analysis
systems to an existing setup. Some ideas about a standard, which should
include the instrumentation bus as well as the communication protocols,
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were previously expressed by Linnenbank [154].
Easy access to the data using an open communications standard would

facilitate the development of the catheter-guidance system described in this
thesis, given its heavy reliance on on-line data acquired by different record-
ing systems.

1.10 Software

Processing methods for multichannel ecg recordings, intracardial maps as
well as body surface maps, differ strongly from those for single-lead or
standard 12-lead ecgs. The large number of channels makes visual inspec-
tion of all waveforms almost impossible, but does enable spatial repres-
entation of parameters such as potential or activation time, using for ex-
ample pseudocolour maps. In addition, specialized computer algorithms
are employed to convert the large amounts of data into concise diagnostics.
Standard ecg-analysis tools are therefore inadequate for multichannel ecg

analysis.
Due to the variety in research purposes and available hardware, many

custom software packages have been created at laboratories involved in
electrocardiographic research. The creation of software that would be gen-
eral enough to be applicable in many different laboratories, might prevent
repetition of effort, and make implementation of difficult algorithms and a
sophisticated user interface more worthwile. The map

lab package, which is
described in chapter 10, is an attempt to create such software. It was de-
veloped during the last six years at the Medical Physics Department of the
University of Amsterdam, and is now in use at about 10 research centres
worldwide. This software can process both intracardial maps and body
surface maps, and both at the same time, thereby facilitating research in
integrated mapping.

1.11 Outline

Analysis of integrated mapping data and development of a guidance sys-
tem for ablation procedures requires at least the following questions to be
addressed:

• How can the pacemap databases developed by SippensGroenewegen
et al. be optimally applied for relative and continuous localization.
This is discussed in chapters 6, 7, and 8 [199, 201, 212, 214].

• How can arrhythmia localization results obtained from the surface
ecg be presented in 3-D or rao and lao fluoroscopic projections in
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the catheterization laboratory today and in the future. E.g., can stand-
ard models be used? Which information is useful for adaptation of
a model to an individual patient? Can it be done in real-time? A
method that allows conversion into fluoroscopic projections using
simple information derived from angiographic images is presented
in chapter 9 [197, 213].

• To what extent do infarct scars hamper bsm localization of vt, and
how can this problem be handled [206, 214]. The effects of limited
infarction on bsm localization are evaluated in chapter 8.

• Are electrograms recorded with a basket catheter comparable with
signals obtained with standard catheters or intracardial balloon elec-
trodes? How should basket electrograms be processed to facilitate
interpretation? Some properties of basket electrograms are investig-
ated in chapter 4.

• What software is needed for multichannel ecg analysis. The map
lab

software package, which can handle all kinds of multichannel ecgs,
is described in chapter 10 [207, 208]. Documentation is important for
the creation of such software. Appendix A illustrates the software
documentation methods that were used.

The discussion of these questions involves seven of the 11 chapters in
this thesis. Two introductory chapters complete the discussion: Chapter 2

describes the hardware and software needed for recording and storage of
multichannel ecg data, and chapter 5 introduces methods for analysis of
multichannel surface electrocardiograms.
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Chapter 2

Recording, Storage, and
Analysis of
Electrocardiograms

This chapter discusses recording technology, datafile formats, and software

for the digital recording of multichannel ECG data. — Linnenbank et al. Se-

lecting the optimal parameters for biomedical amplifier systems (in preparation).

Presented in part at the 13th Annu. Int. Conf. IEEE EMBS, 1991 [151]; 14th

Annu. Int. Conf. IEEE EMBS, 1992 [149]; Intern. Conf. on Electrocardiology,

1995 [150].

2.1 Introduction

In the last few decades, technological progress has changed the recording
of multichannel ecgs from a complex laboratory experiment into a routine
clinical procedure. Miniaturization of amplifiers has made the equipment
portable and made high-quality recording in an electrically noisy environ-
ment possible [172]. Fast digital computers allow the simultaneous record-
ing of many leads, sampled at a frequency of 1 kHz or more, in such a way
that the data are immediately accessible for on-line analysis.

In the 1950’s and 60’s, maps comprising hundreds of leads were ob-
tained with analog recording equipment by multiplexing of signals, record-
ing only a few of the leads at a time and using several beats—which were
assumed to be identical—to obtain a complete map [58–60,256]. Nowadays,
digital acquisition systems are able to record more than 500 leads simultan-
eously at a sampling frequency of 2 kHz [18]. Digital acquisition systems
also facilitate analysis of recordings because they make the data immedi-
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26 Chapter 2. Recording, Storage, and Analysis of ECGs

ately available in a computer-readable format. Recordings with in the order
of a million leads, though for short durations or reduced sampling frequen-
cies, are possible with optical mapping methods, where the intracellular
potential is converted to fluorescence by voltage-sensitive dyes, and recor-
ded with a ccd camera [75, 177, 267, 277] (see section 3.4 on page 49).

2.2 Recording Hardware Requirements

Equipment for ecg recording is in direct electrical contact with the patient.
This implies that the system has to be not only technically well-designed
but also safe. For multichannel recording this means that the system can
best be divided into a part with amplifiers that is in contact with the pa-
tient (often called the “front-end”) and a part that is connected to the mains
and takes care of the processing, storage, and user interfacing (the “back-
end”). The parts communicate via an electrically isolated connection. For
this purpose, an optical fibre has been employed by our group [172]. This
has the additional advantage of reducing the capacitive coupling between
front-end and back-end.

In this design setup the front-end must be compact and use as little
power as possible because it cannot be powered by the mains. Batteries are
often the most convenient power source for the front-end; laser powering
by optical fibres may become feasible, but it presents complicated safety
problems which have to be solved before this method can be applied clin-
ically [86]. At the moment it is technically not possible to transmit mul-
tichannel data over an analog connection in a practical way. We therefore
assume that analog-to-digital (a/d) conversion is performed in the front-
end and that the data are transported digitally. Typical design parameters
that influence the size and power consumption of such systems are: the
number of parts per channel, the number of bits of the a/d converters, and
the sampling frequency.

Using an isolated recording system with high-quality amplifiers as de-
scribed above, it is possible to obtain amplified signals whose noise level is
dominated by the inevitable “electrode noise,” which originates primarily
at the electrode–skin interface and amounts 2 – 10 µVrms [107].

2.2.1 Computation of the bit step

The next stage in the design of a digital acquisition system is the selection of
a bit step (discretization level) for analog-to-digital (a/d) conversion. Dis-
cretization of a signal introduces additional noise proportional to the bit
step (Vrms = 1/

√
12 · Vbitstep) [150]. Thus the selection of a small bit step
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both increases accuracy and decreases additional noise. However, a smal-
ler bit step implies a larger number of bits, and a/d converters generally
use more power for a larger number of bits. If power conservation is an
issue, as is the case in a battery-powered front-end, the bit step of a system
should therefore not be made unnecessarily small. Since there is an inev-
itable noise component arising from the electrodes, and (rms) noise levels
add quadratically, it is not functional to choose the bit step so small that
the discretization noise is much smaller than the electrode noise. A bit step
of about one to three times the analog rms noise level is thus a reasonable
choice. For a typical ecg this means a bit step of 2–8 µV.

The required number of bits then follows by dividing the maximal ex-
pected signal by the bit step. A typical assumed noise level for ecg data is
4 µVrms. If this value is used as a bit step, at least 14 bits are needed for
endocardial electrograms with a range of approximately 50 mV. For surface
ecg data, 12 bits generally suffice at this resolution.

2.2.2 Analog filtering prior to sampling

For electrocardiographic recordings, high-pass filters with cut-off frequen-
cies of 0.05 or 0.16 Hz are employed to reduce dc offset and baseline drift
originating at the interface between electrode and skin [40, 107].

In addition, analog low-pass filters are employed before the a/d con-
version in order to reduce noise and distortion in the sampled signals. Dur-
ing sampling, signals with frequencies above half the sampling frequency
(known as the Nyquist frequency and denoted fν) are ‘folded back’ into
the lower frequency range. If the sampling frequency is 1 kHz then a signal
with a frequency of 550 Hz will turn up in the output as a signal of 450 Hz.
The 450 Hz signal is called an alias of the original frequency and this pro-
cess is therefore also commonly known as aliasing.

In order to digitize a signal as effectively as possible, the noise and sig-
nal components with frequencies above the Nyquist frequency should be
attenuated as much as possible by a low-pass filter. It is not possible to re-
move these unwanted signals after sampling because of the aliasing effect;
the aliases will distort the signals and be virtually inseparable from them.
A related function of the analog low-pass filters is to increase the signal-
to-noise ratio (snr) by attenuating those frequencies that do not contain
information.

The interaction between filtering and aliasing is illustrated in figure 2.1.
Because noise adds quadratically, the influence of aliases of noise on the
total noise is negligible, except for frequencies close to the Nyquist fre-
quency in the case of a second-order filter with a relatively high cut-off fre-
quency. Moreover, both ecg and noise diminish with increasing frequency,

page 27

25th July 2005 15:38



28 Chapter 2. Recording, Storage, and Analysis of ECGs

0 1
2

��� � �
0

0.2

0.4

0.6

0.8

1

0 1
2

��� � �
0 1

2

��� � �

fcut = 1
2
fν = 1

4
fs

order 2

fcut = 1
2
fν = 1

4
fs

order 4
fcut = 1

4
fν = 1

8
fs

order 2

Figure 2.1: Examples of aliasing, also called “folding back” of frequency bands due
to sampling. Amplitude responses of three different filters are shown, to give an es-
timate of the relative contributions of noise and interference of different frequencies
after filtering. Along the horizontal scale of each plot, the frequency is expressed
in terms of the Nyquist frequency fν = 1

2
fs, where fs is the sampling frequency.

In panel (A), the filter is an idealized 2nd-order low-pass with a cut-off frequency
of half the Nyquist frequency (1/4fs). Panel (B) shows the results of a 4th-order
filter and panel (C) demonstrates a 2nd-order filter with a low-pass frequency at a
quarter of the Nyquist frequency. The drawn line represents the amplitude response
in arbitrary units. The amplitude response consists of four “folds,” the upper fold
represents the interval 0–fν, the next fold the aliased frequencies in the interval
fν–2fν that are folded back to the primary interval, etc. The dotted line represents
the quadratic sum of all four folds. These responses can also be interpreted as those
that would be obtained if the input would consist entirely of white noise.

making aliases even less of a problem. Only aliases of interference can have
a noticeable influence on the recorded signals.

2.2.3 Computation of the low-pass cut-off frequency

The value of the optimal low-pass cut-off frequency depends on the fre-
quency spectra of the signal that is recorded, and of the noise that is super-
posed on it.

To estimate the spectrum of the ecg, ∼ 700 complexes of sinus rhythm of
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Figure 2.2: Amplitude spectrum of an averaged 64-channel ECG of one patient.
Each lead was averaged over approximately 700 beats, and the amplitude spectrum
of the average signal was estimated. The thin line represents the average of the
spectra of the 64 leads. The thick line is the approximation used in this chapter. Its
characteristic point at 20 Hz is indicated with a dashed line.

a multichannel ecg recording of a single patient were signal averaged. The
(quadratic) average spectrum of all 64 channels was taken as an estimate of
the spectrum of an ecg. It turned out that the spectrum could be approx-
imated by a curve that decreases slowly up to about 20 Hz and then drops
off with 15 dB per octave (figure 2.2). The average peak R amplitude of the
ecg was 640µV and the rms amplitude of the signal 128 µV, at a heart rate
of 85 beats per minute.

The spectrum of the noise in the ecg can be modelled by 1/f noise.
The amplitude of the noise is about 2µVRMS for high-quality recordings
to 20µVRMS in situations with much interference, bad electrode contact, or
muscle artefacts. In our experience, the modal noise amplitude is about 3

to 5µVRMS (15–25 µV peak-to-peak).

Using the spectra of ecg and noise it is possible to compute the snr of
the ecg as a function of the cut-off frequency. We consider three sources
of “noise.” 1) The filtered noise that results from the noise present at the
input, consisting mainly of electrode noise. 2) The aliases of the input ecg

that fold back into the 0–fν frequency range. 3) Those parts of the input
ecg that are attenuated by the filter. The latter components also have to be
taken into account as noise for the snr computation. Phase changes in the
analog filter can also cause distortions, which will be ignored here.
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30 Chapter 2. Recording, Storage, and Analysis of ECGs

The snr as a function of the cut-off frequency has a maximum because
for low cut-off frequencies, the signal will be distorted as a result of the fil-
tering, whereas at higher frequencies this distortion of the signal is small
but the noise contribution is larger with increasing bandwidth of the amp-
lifier (panel a in figure 2.3). The distortion as a result of aliased signal com-
ponents in an ecg with a frequency above fν is negligible at a sampling
frequency of 1 kHz and is not shown in the figure.

With the above-mentioned parameters for the spectra, the optimal cut-
off frequency can be computed. If we assume a second-order idealized low-
pass filter and a sampling frequency of 1 kHz then the optimal cut-off fre-
quency is about 150 Hz for a noise level of 2µVRMS. In case of a tenfold
noise level, the optimal frequency will be lower at 50 Hz. If, however, these
signals will be used for signal averaging and after averaging only 0.2µVRMS

remains, the low-pass cut-off frequency should have been at 400 Hz for op-
timal performance (panel b in figure 2.3).

When higher than second-order filters are employed, the bandwidth of
the amplifiers can be larger. For e.g. a 4th-order filter the values are 55, 175,
and 450 Hz for 20, 2, and 0.2 µVrms, respectively. In general, higher-order
filters reduce the distortion in the sampled signal but they require a larger
number of parts on the amplifier board.

Thus, the optimal cut-off frequency is highly dependent on the (often
unknown) noise level. Since the total noise level increases little for cut-off
frequencies above the optimal frequency (figure 2.3a), it is safer to choose a
relatively high cut-off frequency if the noise level is not accurately known.

2.2.4 Computation of the sampling frequency

It is advantageous to have a sampling frequency that is as low as possible.
Most a/d-converters are built with cmos transistors. The power consump-
tion of these transistors is proportional to the frequency at which they op-
erate. Therefore, a lower sampling frequency reduces the power consump-
tion proportionally, thus increasing the battery life.

The only noise contribuent that changes with the sampling frequency
is the aliasing of signal components in the ecg signal. The spectrum of
the ecg drops quickly with increasing frequency. The effect of aliasing on
the snr when selecting a certain fν (which will turn all frequencies higher
than that into “noise”) is therefore highly comparable to the distortion that
results from using a low-pass filter with cut-off frequency fcut = fν. At the
frequency with an optimal snr, the distortion component is already much
lower than the noise contribution. The sampling frequency can therefore
be chosen as low as 2fcut without affecting the snr.

There may be two reasons to select a higher sampling frequency. First,
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Figure 2.3: (a) Contributions of distortion (dotted line) and input noise (dashed
line) to the total noise at the output (solid line), as a function of the cut-off fre-
quency, for an ECG with an input noise level of 2 µVrms. The sampling frequency
is 1 kHz and a 2nd-order low-pass filter is applied. The distortion decreases with
increasing cut-off frequency, but the contribution from the input noise increases
with the cut-off frequency. The quadratic sum of these noise sources reaches a min-
imum at 150 Hz, indicated in the figure by the vertical line. (b) Signal-to-noise
ratio (SNR) as a function of the cut-off frequency for three noise levels. The level
(0.2, 2, or 20 µVrms) corresponding to each curve is indicated. The maximum of
each curve is indicated with an open circle. For the 20 µVrms curve the maximal
SNR is 8.2, and it slowly decreaeses for higher cut-off frequencies, to 6.4 at a cut-off
frequency of 500 Hz.

to reduce the influence of aliases. If the noise at frequencies close to the
sampling frequency is not much attenuated, it can hamper further pro-
cessing since it folds back as low-frequency noise. Also, one may plan
to reduce the higher-frequency noise after sampling, by a digital filtering
technique, instead of applying an analog filter before sampling.

The second reason for using a higher sampling frequency is when these
signals will be used later for signal averaging. After averaging, smaller
higher-frequency signals can be detected due to the lower noise level. In
this case, one should also increase the cut-off frequency of the low-pass
filter (see section 2.2.3). This decreases the snr for the beat-to-beat analysis,
but fortunately the snr decreases but slowly with frequency, so this may be
a favourable trade-off.
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32 Chapter 2. Recording, Storage, and Analysis of ECGs

2.3 Computer Hardware Requirements

The number of channels, the measurement accuracy, and the sampling fre-
quency determine the data rate of a system. The equipment that stores the
data must be able to handle this data rate. Just a few decades ago, only
photographic equipment, and to a lesser extent mechanical pen plotters,
could handle the data rate of an ecg [57, 60, 256]. Later, analog magnetic
tape was employed; this method is still used for portable (“Holter”) ecg re-
cording devices. For most other applications, digital computers nowadays
store ecg data.

Two subtasks can be recognized in the task of computer acquisition and
storage of data: 1) entering the data in short-term random access memory
(ram), and 2) storage in long-term memory (hard disc). In addition, archiv-
ing on permanent media such as cd-rom is a task of the computer equip-
ment. Generally, the first subtask can be performed much faster than the
second, because ram allows a much larger data rate than a hard disc. On
the other hand the capacity of the hard disc is generally much larger than
the capacity of the ram. Three possible scenarios can be distinguished:

1. The data rate exceeds the speed of both short-term and long-term
storage. In this case direct computer acquisition is impossible.

2. The data rate is too high for the long-term storage but not for the
short-term storage. In this case, recordings may be made for a limited
period by caching the data in ram, and subsequently storing them
relatively slowly on hard disc. Most acquisition systems employed in
the last decade use this method.

3. Both long-term storage and short-term storage can handle the data
rate. This allows continuous recordings with the recording duration
only limited by the size of the long-term memory. The integrated
mapping system employed in the St. Antonius hospital (section 1.6) is
able to do this for 128 channels of 16-bits data recorded at a sampling
frequency of either 1 or 2 kHz (yielding a data rate of 256 or 512 kB/s).

Data acquisition is a so-called “real-time task” for computer systems.
This means that the device that delivers the data, which typically has lim-
ited storage capabilities, must be served in time, where “in time” may mean
within milliseconds from the moment it requests service. Most operating
systems are not able to guarantee this level of service without modifica-
tion of their internals. Generally, data acquisition is possible if the user is
careful not to keep the system too busy. Absolute guarantees can only be
offered by specialized real-time operating systems. If a user interface has
to run simultaneously with the acquisition, for example in order to display
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and analyze the recorded data immediately, it may be preferable to run ac-
quisition software and user interface software on different computers: one
of them running a real-time or nearly real-time operating system, and the
other running an operating system that facilitates user-interface program-
ming. This solution was chosen previously for a clinically applicable bsm

system [154].

2.4 Software Requirements

Some requirements for acquisition and analysis software are already men-
tioned in section 2.3. In addition, we may require that the analysis software
is fast, robust, user-friendly, and programmer-friendly.

Speed and robustness are obvious advantages of any software system.
About user-friendliness, it may be remarked that it is not necessarily the
same as “beginner-friendliness.” Most commercial software is beginner-
friendly. This means that a novice user can find out in an intuitive way
how the software is operated, for example, because the most commonly
used functions can be performed by pressing virtual buttons on the screen,
which are marked with easily interpretable pictograms or texts. Experi-
enced users, however, may not need such devices: they may prefer to press
special combinations on the keyboard, which can be done much faster than
reaching for the mouse and pressing buttons on the screen—but requires
them to remember the key combinations. Such experienced users may
wish to have the unused screen buttons removed, in order to save space
for more important things such as larger data displays. Of course, there are
many other differences between user-friendly and beginner-friendly soft-
ware systems.

This thesis concentrates on the development of an automatic system for
catheter guidance during electrophysiologic study of cardiac arrhythmias
in the catheterization laboratory, using multichannel surface ecg data. In
short, this system should record multichannel ecg data continuously, de-
tect and classify beats automatically, and present results of ecg-based ar-
rhythmia localization in such a way that they can be easily interpreted by
the physician. Such a system has not yet been built. Parts of the work to-
wards it are discussed in chapters 6, 7, 8, and 9.

A software package designed for research purposes is the map
lab soft-

ware described in chapter 10 [207, 208]. This package was developed for
off-line analysis of various kinds of multichannel electrocardiographic data.
It is highly versatile and provides easy access to various sophisticated al-
gorithms, but it is less suitable for on-line clinical application.
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34 Chapter 2. Recording, Storage, and Analysis of ECGs

2.5 File Formats for Data Storage

Digitized ecg data are usually stored on disc, and archived on cd-rom,
for later analysis or re-analysis. The data must be stored in a way that al-
lows them to be completely understood by various researchers for several
decades, or perhaps centuries. For example, the re-analysis described in
chapter 7 of bsm data that were recorded in 1986–1988, was perhaps never
anticipated, but proved worthwhile for the research described in this thesis.
Clinical data should be stored at least as long as the patient lives, or longer
for the sake of diagnosis of genetic disorders in descendants, and therefore
should preferably be intelligible to contemporary hardware and software.
This calls for a well-documented file format that contains all information
necessary for a complete understanding of the data, and that can be com-
pletely interpreted by a computer program. Examples of such information
are electrode configuration, patient identity, recording time, sampling fre-
quency, and resolution.

2.5.1 Homogeneous and inhomogeneous datasets

Multichannel recordings can be subdivided in two fundamentally differ-
ent types. One has homogeneous datasets where all channels have the same
parameters and the spatial relations of the channels are significant. Typical
examples are the bsm recordings, the multielectrodes used to record data
from the epicardium, and multipolar catheters. On the other hand there are
inhomogeneous datasets. A typical example would include a few ecg signals,
some electro-encefalogram (eeg) signals, a blood pressure signal, and a sig-
nal from a thermistor for respiration monitoring. In these inhomogeneous
recordings the spatial relations between the channels are not important; the
main emphasis is on the temporal relations of all these data. Basically, every
channel can have a different bit step, a different sampling frequency and a
different transducer.

Datasets can also combine homogeneous and inhomogeneous subsets,
or several of each kind. An example of this type of dataset is the combined
recording of a 62-channel bsm, a 61-channel endocardial basket recording,
and three extremity leads, which was discussed in section 1.6. In this case,
the spatial relation is important within homogeneous subsets, and may be
important between the homogeneous subsets. As in purely inhomogen-
eous datasets, the emphasis is on the temporal relation.

These three types of datasets require slightly different file formats. For
inhomogeneous datasets the file format should allow for every channel to
have a different specification, whereas for homogeneous datasets the spa-
tial relations have to be encoded. If the spatial relations are encoded ex-
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2.5 File Formats for Data Storage 35

ternally, a file format that allows inhomogeneous datasets can be used for
the homogeneous case, but a reader program will be much more complic-
ated (and therefore slower) because it has to allow for those cases where
not all channels have the same sampling frequency and it is, therefore, not
possible to read blocks of data in one pass.

For mixed homogeneous and inhomogeneous datasets, the datafile for-
mat becomes particularly complicated if the homogeneous character of sub-
sets is to be exploited. In such cases, a choice must be made between pro-
gramming efficiency and computational efficiency.

2.5.2 Requirements for datafile formats

Preferably, a file format should comply with all of the following require-
ments.

• The format should identify itself. It is not sufficient to encode the
format in the filename, as is customary in some environments, for
filenames may be changed easily and are not treated in the same
way on all computer platforms. Preferably, the first few bytes of a
file should contain a unique code. For example, the iff-mchd format
(section 2.5.4) specifies that the first 4 bytes read “FORM” and bytes 9–
12 read “MCHD,” the jpeg format specifies that bytes 7–10 read “JFIF,”
and various types of WordPerfect files can be identified by a string
beginning with “WPC” which starts in the second byte of the file. On
unix systems, such unique codes are commonly used, and known as
“magic numbers;” identifications of many file formats can be found
in the system file /etc/magic.

• A datafile format must allow complete reconstruction of the signals,
without knowledge of the recording hardware and software. This
means that, for example, bit step, number of bits or bytes, numeric
format (integer or floating-point, signed or unsigned, left- or right-
aligned), order of the bytes in a machine word (Little-Endian, Big-
Endian, etc. [219]), unit, and sampling frequency should either be en-
coded in the file, or specified by the file format. Typically, information
like the byte order and numeric format are specified by the file for-
mat, while bit step and sampling frequency are encoded in the file. In
general, it is the best to encode as much of the information as possible
in the file—if it does not lead to excessive file sizes—because this al-
lows employment of a file format by a wider range of equipment. For
example, the free choice of byte order in iff-mchd files (section 2.5.4)
allows these to be written efficiently on both Big-Endian and Little-
Endian computers.
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• It must be evident what was recorded. The required information in-
cludes the identity of the subject (a Hospital Patient Identification
Number (hpin), or a unique identifier for animal experiments). In
case of ecg data, it should be clear where the electrodes were placed.
If a standard lead set is used, such as the standard 12-lead set or the
orthogonal Frank leads, a set identifier can be used, provided that the
order of the leads in the set is standardized.

• The recording date and time should be encoded, since these may be
helpful later to identify the recording and to relate it to other data
that were acquired at the same time in the same subject. In order
to relate recordings to each other, it is better to encode the starting
time of the recording in terms of the sampling frequency, relative to
some convenient time instant, e.g. the starting time of the procedure
or the time the recording apparatus was switched on. Preferably the
recording time should have an accuracy comparable to the sampling
frequency.

If the timing of recordings is relative to the procedure starting time,
the latter should also be included, but it need not be as accurate as the
recording time, provided that all recordings that need to be compared
to each other are created during a single “procedure,” so that they can
be compared with high temporal accuracy.

The lesser accuracy requirement for the procedure starting time is
necessary because the sampling interval for electrocardiograms may
be less than a millisecond; in many recording systems, time cannot be
measured with millisecond accuracy over periods of hours or days.
In most cases, it is not necessary to know the procedure starting time
more accurately than a minute.

• If the recording system influences the recorded data, for example due
to built-in filters, this should be encoded. This can be difficult, be-
cause an infinity of filter types can be devised. At least, an identific-
ation of the recording system and its configurable parameters should
be included.

• In order to make tracking of errors—and perhaps compensation—
possible, an identification of the recording system (type, version of
software, and serial number of hardware) should be included. Al-
though it was argued above that knowledge of the recording system
should not be necessary, it still should be possible to use this know-
ledge, if present, to solve problems. For example, if an acquisition
system is used in combination with a badly calibrated preamplifier
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for a specific experiment, this setup should be identified, to allow
correct reconstruction of the signals for researchers who know the
experimental setup well enough.

• For most acquisition systems, integer data formats are most suitable
because the precision is limited, determined by the a/d converter.
Nowadays, a/d converters with precisions of 8 up to 20 bits are in
use. However, it may be necessary to store also processed data in the
same file format. If, for example, signal averaging is applied to an
ecg, the dynamic range may increase by as much as 10 or 12 bits. If
nonlinear transformations are involved, it may even be necessary to
use a floating-point format.

• It must be simple for an acquisition system to create the file. This
means, for example, that data should be written in the order in which
it enters the system. Usually this means that samples rather than
channels are contiguous. An exception has to be made if the chan-
nels are not all sampled at the same frequency; in such cases it is
more convenient to let a channel be contiguous for the least common
multiple of the sampling intervals. It is therefore advantageous to
choose the sampling frequencies such that this common interval is
small. Complicated schemes may be required in other situations as
well. For example, it turns out that bsm data of arrhythmias can be
successfully compressed by Huffman-encoding of the second deriv-
ative of each channel [149]. This means that the data of a channel
must be contiguous, which in turn means that the recording system
must be able to store all data for the length of the recording. If this is
not feasible, a compromise can be to write the data in relatively short
“blocks” where a channel is contiguous only within the block. This
solution was chosen in the iff-mchd format, which will be discussed
in section 2.5.4, where blocks of 256 samples are employed.

• It must be simple to extract a single sample or a single channel from
a recording. For plain storage formats this is straightforward, but if a
variable-length compression scheme such as Huffman-encoding [106,
149,215] is used, the location of a specific sample cannot be computed
without decompressing all preceding samples. If such compression
schemes are used for long recordings, it may be necessary to divide
the data into small blocks whose locations in the file can be easily
determined, so that only a few samples have to be decompressed to
find the required sample (see section 2.5.6). This was another reason
for the “block” approach used in the iff-mchd format.
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• All information should be encoded in a way that is formal enough
to allow interpretation by a computer program without sophisticated
artificial intelligence. For example, the recording date should not be
a free-format string: “01/02/2001” could be interpreted as the first
of February in Europe and as the second of January in the United
States. A date like “23-Feb-2001” would be hard to understand for
a system that expects dates like “Feb 23, 2001,” not to mention “23e
Février 2001.” An unambiguous way to encode a date would be
a set of three numbers: year, month, and day. Even more accurate
is to use the number of seconds elapsed since a standardized Event
(midnight gmt 1st January 1970, for unix system software), or the
Julian day number. Of course, the range of such a number should be
sufficiently large for a few centuries; on unix systems that treat the
date as a signed 32-bit integer the date will wrap around on January
19, 2038.

Encoding of the data unit is rather uncommon. One possibility is to
use Système International (si) units only, and encode multiplication
and division in case a derived unit such as the volt is needed. Since
the number of si units is fixed at seven, any derived unit can be rep-
resented as a set of seven numbers indicating the positive or negat-
ive powers with which the individual si units contribute. Of course,
the si system can be used only for physical units, but fortunately the
vast majority of signals is physical. A problem is presented by units
like the decibel, Beaufort, 1/

√
Hz, and the pH, which need complic-

ated conversion formulas, and nonstandard units like mmHg, which
should preferably not be used. For these, and for non-physical units,
it may be necessary to include both the si encoded unit and the name
of the unit, and to allow one of them to be void. If the si encoded unit
is present, it can still be useful to include the unit name, for the con-
venience of the user. For example, a reader program may be unable
to convert kg1m1s−2 into N.

• In addition to the unit, either the kind of data or the transducer type
has to be identified. It may be impossible to devise an encoding
system that allows everything ranging from “epicardial potassium
electrode (millivolts)” to “Mars Polar Lander altitude (feet),” but it
should be possible for an analysis program to distinguish an epicar-
dial potassium electrode from a Ag–AgCl surface electrode. Such
information may be encoded in an external configuration definition
which must then be identified in the datafile; the map

lab software
(chapter 10) uses electrode definition files that provide some inform-
ation on the type of data.
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• If there is a spatial relationship between the recording electrodes,
such as in a bsm or an intracardial map, it should be encoded. The
datafile format can specify an encoding method or a way of referring
to an external definition.

• In particular for large amounts of data, it is useful if the format spe-
cifies a way of data compression that works well for the type of data
that is stored. Similarly, the jpeg format contains compression meth-
ods that work well for pictures, and the mpeg format contains com-
pression methods that work well for movies. In contrast, the ZIP and
LZW compression algorithms are byte-oriented and work reasonably
for most data types, but poorly compared to jpeg when applied to im-
ages. ecg data encoded in 2-byte integers cannot be optimally com-
pressed by a byte-oriented method because such a method would
never be able to see the relation between byte n and byte n + 2 (they
tend to be approximately equal, which provides good opportunities
for compression with algorithms that are aware of this relation).

• The file format should be efficient both in time and space. This means
binary rather than ascii encoding, data compression, variable sizes
for large parts (like a Huffman-encoding table) and fixed sizes for
small parts (like a patient name).

• The format should be extensible and preferably offer both backward
and forward compatibility.

Backward compatibility means that reader software for newer ver-
sions of the format can read old versions without problems. Forward
compatibility means that old software can read newer formats as well
as possible. For example, adding a hpin to the patient data should not
make reading of the electrograms impossible for older software that
does not handle hpins.

Forward compatibility cannot be maintained completely in all cases.
For example, when a new compression type is introduced, it is in-
evitable that old software will be unable to read the data. However,
it should still be able to read the patient information and basic re-
cording information such as the number of channels. In addition, it
should be able to report the nature of the problem to the user: Not
“read error,” but something like “This file employs compression type
zoo-13f which is not implemented; please update.”

It is difficult to decide which information should be completely spe-
cified in the datafile and which information should be specified by referring
to an external definition. In our iff-mchd format, for example, the patient
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name and date of birth are encoded completely, but alternatively a hpin

could be given. In contrast, this file format specifies the electrode config-
uration by name only, which means that analysis programs have to rely on
external electrode definitions.

If datafiles are to be interchanged between hospitals or laboratories, it is
preferable to select a format that is already adopted as a standard, in order
not to force all centres involved in a project to implement every new file
format one may invent. To make wide adoption feasible, a standard format
should meet the requirements of efficiency and completeness stated above.

2.5.3 The European Data Format (EDF)

An example of a standard file format is the European Data Format (edf)
[124], which is particularly used in neurophysiology. The edf format was
published and is employed by several research groups, and at least one
manufacturer of recording systems. The format can be used for highly in-
homogeneous datasets (section 2.5.1), but for several reasons it is less suit-
able for homogeneous multichannel ecg data. Specific problems of this file
format are

• The length of a data record is specified in seconds, preferably as a
whole number of seconds. This is a very inconvenient way of en-
coding time. For example, it means that rounding errors in the tim-
ing occur if the sampling frequency f is not an integer fraction of an
integer number of seconds (f /∈ Q, where Q is the set of rational num-
bers), which is usually the case. In the rare cases that f ∈ Q, that is,
f = n/m | {n,m} ∈ N with N the set of natural numbers, but n is large,
data records have to be long to prevent rounding errors.

• Data records must be short, because they have the wrong order for
most acquisition systems: channels rather than samples are contigu-
ous, such that data for each sample is spread out over the data record.
This means that the acquisition system must be able to store the entire
record to write it out in the correct order, or must use non-sequential
file access, which is rather inefficient.

• The format of the data unit is not specified. This means that an ana-
lysis program cannot, for example, automatically convert microvolts
to millivolts.

• The byte order (Little-Endian/Big-Endian) is not specified.

• Compression is not included.
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• The file header is rather large, requiring 256 bytes for each channel,
i.e. 32 kB for a 128-channel recording. For the shortest recordings
that are currently made in the catheterization laboratory (1 second,
at 1 kHz and 2 bytes per sample), the header would take 12.5 % of
the file size. In case of homogeneous data sets, where the header
information is the same for all channels, these headers are redundant,
which makes the format relatively inefficient.

• The format does not include an identification of the recording setup
(“electrode grid”), although this may be added as “local informa-
tion.”

• The format does not identify itself in an unambiguous way.

• Apart from a few bytes reserved for “local information,” the format
has no provisions for extensions.

• The format is not year-2000 compliant.

Some of these problems are probably due to the specific application for
which the edf format was developed, that is, the exchange of sleep-wake
recordings [124]. This application requires relatively few channels, of very
different kinds (such as temperature, eeg, and ecg), with different sampling
frequencies which are sometimes much lower than those common in mul-
tichannel ecg analysis. These are typical examples of inhomogeneous data-
sets (section 2.5.1). The edf format can handle these reasonably well but is
relatively inefficient for homogeneous datasets.

The fact that such a poorly designed format is adopted by a broad re-
search community, even for homogeneous datasets, indicates that there is
an urgent need for a well-defined public data format.

2.5.4 The IFF-MCHD format

Since 1995, our ecg data have been stored in the interchange file format (iff)
[178]. iff is a family of file formats used by most applications on the Amiga
microcomputer, but also on other platforms. Within iff every type of data
has its own format but the general file structure is the same for all types. A
well-known subtype is the interleave bitmap (ilbm) format which is used
to encode graphics. Other subtypes are for text, music, animations, etc. For
multichannel data we use the mchd subtype, which was carefully specified
and documented at our laboratory, but not yet published or registered as
a standard subtype. A compression method is part of the iff-mchd file
standard [149].
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42 Chapter 2. Recording, Storage, and Analysis of ECGs

The date and time formats of iff-mchd were originally not well defined.
For example, the date was a free-format string of 11 characters. Later, it
was specified that this string should be written as dd-mm-yyyy (the eleventh
character is the end-of-string character).

Recently, extensions were defined to allow different data types and dif-
ferent bit steps in one recording, and to store a hpin instead of a patient
name. These extensions make the format more suitable for inhomogeneous
datasets (section 2.5.1) than it was before. In contrast to edf, the format still
cannot handle channels with different sampling frequencies in a standard-
ized way. The datafiles that have been recorded until now do not contain
the recording time with a better resolution than 1 second, and the time is
derived from the system clock instead of an accurate external source. Also
parameters like the version of the hardware and software and the filter set-
tings are not recorded yet, but due to the extensibility of the iff format these
can easily be added without breaking existing code.

2.5.5 Other formats

Other formats that we use are the local file formats developed at the Ex-
perimental Cardiology Department of the University of Amsterdam. These
file formats are very much biased to the particular kind of recordings made
at this department. A notable disadvantage is that they do not contain a
recording time. It is our intention that these formats are some day super-
seded by iff-mchd or an other standard format. However, because these
formats can be read by the maplab software (chapter 10) [207, 208], they can
be exchanged between many research groups worldwide.

2.5.6 Data compression

Data compression means representation of data in a more compact way.
Two fundamental types of compression can be recognized: lossless and
lossy compression. Lossless compression means representing exactly the
same information in a more compact way by removing redundancy in the
original data. Lossy compression methods also omit details that are con-
sidered irrelevant, such as fine details in bitmap images that cannot be per-
ceived by the human eye. Since medical data are generally to be stored
without any data loss, we confined ourselves to lossless methods.

Lossless compression is only possible if the original data are redund-
ant. One example of redundant digital data is text in ascii encoding. This
encoding contains only 127 different characters and can therefore be rep-
resented by 7 bits per character. However, it is convenient for a computer
to represent each character in one byte (8 bits), so that one bit is wasted for
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each character. Such data can be compressed by removing each 8th bit, i.e.,
representing characters in a noninteger number of bytes.

Variable-length encodings like Huffman and arithmetic coding employ
also the fact that the ‘e’ and the ‘n’ occur more often in English texts than
the ‘z’ or the ‘q’ [106, 215]). By using fewer bits for frequently occurring
characters and more—possibly even more than 8—for rarer characters, it
turns out to be possible to reduce the average number of bits per character.

Compression methods for digitized signals can be described by forecast-
ing and encoding methods. Forecasting means that, for example, the value
of a signal sample is forecasted from the values of preceding samples: the
encoding and decoding program can perform this forecasting in the same
way, which means that instead of the actual value, the difference between
the actual value and the forecasted value must be represented. It turns out
that if the data are not totally random, some of these differences (the smal-
ler) occur much more frequently than others, like the letters in English text;
therefore Huffman or arithmetic coding can be employed for compression,
as discussed above.

A complication of variable-length encoding schemes is that the location
of a given sample cannot be easily predicted; all preceding data have to
be decoded to find its location. For long recordings, this problem can be
reduced by dividing the data into blocks of limited duration, as already
mentioned in section 2.5.2. Each block of data starts with a pointer to the
next block, followed by compressed data for a known, limited number of
samples. In order to find a given sample, a decompressing program only
has to read the pointer at the beginning of a block in order to skip the data
and proceed to the next block, repeating this until it arrives at the block
containing the desired sample. For very long recordings, it can be advant-
ageous to use a central directory of block addresses. Such a directory can be
contained in the file or it may be created on the fly by the reading program.
The latter approach is used in the map

lab software for iff-mchd recordings
that employ Huffman encoding for compression [149, 198].

2.6 Discussion

When the spectra of the expected signal and noise are known, the design
of an isolated front-end can be tuned to give an optimal snr while minim-
izing the power consumption. In sections 2.2.1, 2.2.3 and 2.2.4 the optimal
bit step, low-pass filter and sampling frequency are computed for an ecg

signal. For this computation a large number of sinus beats was used. For
different applications, such as intracardiac signals and arrhythmia record-
ings, the optimal parameters may be different. When designing hardware it
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is probably best to make a system useful for a large number of applications.
An example is the recording system developed for combined body surface
and endocardial mapping that is now in use at the St. Antonius Hospital
in Nieuwegein. This system has a dynamic range that is much larger than
needed for surface electrocardiograms, but allows the larger amplitudes
of endocardial signals to be captured with exactly the same amplifiers and
a/d converters. The methodology that is described here for computation of
the design parameters for various signals, will give some solid guidelines
for amplifier design.

A more general conclusion that follows from these computations, is
that for biological signals, which fall off rapidly with increasing frequency,
a sampling frequency far above twice the low-pass cut-off frequency is a
waste of (battery) power, bandwidth and storage capacity. A second con-
clusion is that it is important to know what the signals will be used for. The
bandwidth of an ecg system for signal averaging needs to be much larger
than the bandwidth of a system for single-beat analysis.

The experience obtained by our group during the implementation and
use of various acquisition and analysis systems has led to the formulation
of the requirements for software and file formats in sections 2.4 and 2.5. We
have not yet had the opportunity to build a system that meets all these re-
quirements, but we have made some progress towards it. For example, the
iff-mchd datafile format, which is used by the latest generation of integ-
rated bsm systems developed at our laboratory, as well as by the new (2001)
recording software for the “Nieuwegein system,” approximates what is
considered perfect in the discussion above.
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Chapter 3

Analysis of Intracardial
Electrograms

This chapter discusses the physiological background and methods of ana-

lysis of electrograms that are recorded in the heart, either from endocardial,

epicardial, or intramural sites. A new algorithm for the creation of isochro-

nal maps is presented.

In this chapter, methods for analysis of intracardial electrograms will be dis-
cussed. Sections 3.1–3.4 summarize the genesis of electrograms and the the-
oretical foundation for their analysis. Sections 3.5–3.8 discuss some prac-
tical methods for electrogram analysis. A new algorithm for the creation of
isochronal maps is presented in section 3.7.

3.1 The Cell

The contraction of cardiac myocytes, which makes the heart perform its
pump function, is triggered by an electrical impulse. The electrical current
that is responsible for the contraction is generated by the myocyte itself,
a phenomenon called the action potential. Action potentials also occur in
nerve cells. The action potential can be triggered by electrical activity from
neighbouring cells, allowing the activation to spread quickly from a few
“pacemaker” cells and cover the heart in an organized fashion—a precon-
dition for efficient pump functioning.

The electrical behaviour of the cell consists mainly of the movements of
Na+, K+, Ca2+ and Cl– ions [84]. In contrast to, for example, oxygen and
alcohol, which can enter the cell by diffusion through the membrane, these
ions can enter and leave only through specific ion channels, either by diffu-
sion or by active transport. An example of an active transport mechanism
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is the so-called sodium/potassium pump, which exchanges three Na+ ions
for two K+ ion at the cost of energy.

The ion specificity, time dependence, and voltage dependence of ion
channels make the cell’s electrodynamic behaviour, especially the action
potential, possible. There are many different kinds of ion channels. A defect
in one or more channel types, for example due to a genetic disorder, may
provoke depolarization or repolarization abnormalities leading to electrical
dysfunction, and may cause sudden death at any stage of life. Examples
are the Brugada syndrome and the long-qt syndrome [26,27,44,272]. Mul-
tichannel ecg recordings can support the diagnosis of these disorders, as
discussed in chapter 5. Drugs are used to inactivate specific channels, ex-
perimentally to study the behaviour of channels, and clinically when it is
desirable to change the ion balance in the cardiac cells.

In the following sections, a short discussion of the physical properties
of the cell that are important for its electrophysiology, and for the measure-
ment of electrograms, is given. A complete discussion of these subjects was
published by Gulrajani [84, chapters 1, 2].

3.2 Action Potentials

A mathematical description of the dynamic electrical behaviour of the cell
membrane is called a “membrane model.” Such models can be used to
improve our understanding of the membrane, and for computer simulation
of its dynamics. The most important aspect of the membrane dynamics is
the action potential, which enables signal transport in nerves and triggers
the mechanical contraction of myocytes.

The Hodgkin–Huxley membrane model, created specifically for the lo-
ligo (squid) giant axon [94], was the first dynamic model of the cell mem-
brane. It was based on current-potential curves measured in cells. It uses
a simple description of the ion channel, which results from observations
of the time- and voltage-dependent permeabilities of the membrane. From
this model and several empirical constants, differential equations for the
Na+ and K+ permeabilities can be derived, by which the action potential
and several related phenomena of the squid giant axon could be simulated.

Models with the same formulation as the Hodgkin–Huxley membrane
model, but parameter settings adapted to other cell types, were created
later. Such models are known as “Hodgkin–Huxley type models.” Mc-
Allister [170] created a model for Purkinje fibres. Beeler and Reuter [19]
created one for ventricular myocytes. More elaborate models exist [51, 52,
61, 159], but for many purposes those of the Beeler–Reuter type suffice for
simulation of ventricular muscle [110, 165, 247].
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3.3 Propagation 47

Figure 3.1: The tissue model that is commonly used in propagation models con-
sists of “cells” with a complicated electrical behaviour, here taken as “black boxes,”
connected to each other with resistances. These connections represent the intra-
cellular conductance σi. The other side of the bidomain, the extracellular space
or interstitium, has conductance σe. For computation of the activation order, the
extracellular domain can be assumed to have zero resistance, i.e., σe = ∞.

There are also membrane models that are not of the Hodgkin–Huxley
type. Hoyt’s model, for example, is an equally adequate alternative for
the Hodgkin–Huxley model [101]. Models of the FitzHugh–Nagumo type
are much simpler. They are intended for simulation of action potential
propagation or “conduction” (section 3.3), rather than modelling of the
electrical behaviour of the membrane itself [30, 75].

3.3 Propagation

The capability of cardiac cells to excite their neighbours, which leads to
propagated activation, is essential for the coordinated contraction of the
heart, and for the generation of measurable extracellular and body surface
electrograms. Defects in this mechanism are a main cause of cardiac ar-
rhythmias and may lead to a possibly fatal deterioration in cardiac func-
tion. For the understanding of such defects, simulation of the propagation
mechanism has been used [84, 249]. In general, this is done by coupling
cell models, incorporating one of the membrane models described in sec-
tion 3.2, with a model of the interstitium and the electrical interface between
cells. Thus, a complete tissue model is obtained (figure 3.1).

A particularly simple model was described by Van Capelle and Durrer
[30]. In this model, the membrane was characterized by two functions ir(φ)

and ia(φ) which described the voltage dependence of the transmembrane
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current in the resting (maximally excitable) and active (inexcitable) states,
respectively, a voltage-dependent excitability function Y(φ), a membrane
capacitance C, and a time constant τ. The state of a cell was characterized
by its excitability y and its membrane potential φ. The time-dependence
was described by the equations

Cφ̇ = iion − yia(φ) − (1 − y)ir(φ) (3.1)

τẏ = Y(φ) − y (3.2)

Current flow between cells was limited by an adjustable resistance R =

1/σi. The extracellular resistance was taken zero.

In contrast to the Hodgkin–Huxley type models, the description of the
membrane in terms of ir(φ), ia(φ), and Y(φ) was not intended to clarify
the membrane gating mechanisms; rather, its purpose was to allow any
desired cell type, such as infarcted cells, to be represented. The purpose
of the model was to simulate propagation, assuming that the behaviour of
the cells is given from experimental or theoretical data. For example, the
genesis of focal arrhythmias due to injury currents could be simulated with
this model [30, 116].

Maglaveras et al. employed a Beeler-Reuter membrane model, to exam-
ine the suitability of the surface Laplacian of the extracellular potential as
an indicator of local activation near tissue discontinuities [165]. This is dis-
cussed in section 3.4.2. In other papers these authors describe the effect of
barriers and infarction on simulated propagation [163, 166].

Propagation models without realistic modelling of the cell membrane
dynamics and tissue conductance have also been described [72, 175, 261].
Many phenomena can be simulated with a model consisting of a limited
number of elements, representing cardiac cells or groups of cells. The ele-
ments are finite state automata with two states: active and inactive. A larger
number of states can be used to model relative refractoriness [175]. Their
behaviour is characterized only by (1) an activation delay, the minimum in-
terval between the activation time of an element and the time it activates
its neighbours, (2) an active time, the maximum interval between the activ-
ation time of an element and the time it activates its neighbours, and (3) a
refractory period, the time interval during which the element cannot be ac-
tivated again. Activation delays can have fixed values, or can be computed
in more complex ways. Numerous simplifications and complifications can
be implemented; for example, the interval between activation of the ele-
ment and its activating of other elements can be fixed, in which case the
activation delay equals the active time.

Such simple models can be implemented in computer programs, but
also using dedicated electronics. Therefore such models could be developed
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(a) (b)

Figure 3.2: (a) Circuit diagram of three elements of the electronic heart model de-
scribed by Van der Tweel et al., reproduced from the original publication [261].
Each element consists of two timers, implementing an 80 ms activation delay,
and a 350 + 80 ms refractory period, during which new activations are inhibited.
(b) Overview of the model display. Each dot indicates a light, dashed lines separate
groups of lights. Each group represents one element of the electronic model.

during the nineteen-sixties and -seventies when computers were not yet
common equipment. An electronic model of the entire heart, intended for
demonstration and teaching purposes, was described by Van der Tweel
et al. [261]. This model is illustrated in figure 3.2.

3.4 Extracellular Potentials and Activation

Detection

To determine propagation of activation on a microscopic scale, measuring
the transmembrane potential is very appropriate. However, for macro-
scopic activation mapping, i.e., mapping of areas much larger than a single
cell, intracellular recordings are not practical. First, because an intracellu-
lar recording provides information on a single cell only, and the number of
cells would be far too large to measure each one of them. Second, intracel-
lular recordings are hard to obtain with conventional techniques because
they require the insertion of a small and fragile glass electrode into the cell,
which is difficult at least, and virtually impossible in a beating heart.

A relatively recent solution is optical mapping using voltage-sensitive
dyes [75, 267, 277] to measure action potentials. If a video camera assesses
the dye activity, thousands of “leads” are available. However, the temporal
resolution of such systems is currently limited to a few hundred frames per
second. This means that temporal multiplexing is required to obtain the
sampling frequencies of a few kHz that are necessary for recording action
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Figure 3.3: Upper panel: stylized intracellular electrogram, representing the mem-
brane potential φm of a healthy myocyte in normal circumstances. Lower panel:
stylized unipolar extracellular electrogram φe that would be measured at a site
where propagation passes, by cells with a membrane potential that behaves as in
the upper panel. The instant of peak negative φ̇e corresponds to the upward slope
of φm in cells directly under the extracellular electrode.

potentials [267].

Extracellular recordings, which compare potentials at different extra-
cellular positions, are more commonly used as an alternative for intracellu-
lar recordings. Endocardial, intramural, epicardial, and body surface leads
are all examples of extracellular recordings. Propagating action potentials
in intracellular recordings are accompanied by steep negative deflections
in local (unipolar) extracellular recordings (figure 3.3) [115, 246, 248–250].
Such negative deflections have become the most commonly used indicator
of activation passing under an electrode [4, 13].

Analysis of the extracellular electrogram is complicated because the ex-
tracellular potential is a result of activation in the entire heart. In order
to understand this, we can consider the heart as consisting of two spa-
tially coincident domains (figure 3.1). The bidomain model of cardiac tissue
consists of the intracellular space, i.e. cell interiors and conducting links
between cells (upper layer of resistors in figure 3.1), and the extracellular
space (lower layer of resistors in figure 3.1). These domains are separated
by the cell membrane. Potentials are measured in the extracellular space,
while the intracellular domain and membrane are considered as a “black
box” that injects current into the extracellular domain. This current is spe-
cified by a current density Im. Generally, the current density varies over
space; hence it is denoted Im(~r). If Im(~r) is given for all positions ~r in the
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entire cardiac volume V , the potential at a point ~x is given by [84]

φ(~x) =
1

4πσe

∫

V

Im(~r)

‖~x −~r‖ d~r (3.3)

where the integration is over the entire cardiac volume. σe denotes the
conductivity of the extracellular space, which must be homogeneous. The
potential φ is defined with respect to a reference that is placed infinitely
far away. In practice, either an approximation of “infinity” is used, or the
difference between potentials φ at two locations is observed instead of the
potentials themselves. From equation (3.3) it is clear that the contribution
of remote tissue, represented by the injected current Im at remote sites, to
the local potential is inversely proportional to the distance. Because the
amount of remote tissue is much larger than the amount of local tissue,
remote tissue contributes notably to the local unipolar electrogram φ(t,~x).
The expression for φ(~x) in case of a nonhomogeneous σe(~r) is much more
complicated [84].

Due to the contribution of activation in tissue remote from the record-
ing electrode, detection of local activation in unipolar electrograms can be
difficult. In healthy tissue and for normal propagation, local activation gen-
erates a negative deflection that is steeper than any other part of the lead.
But under less ideal circumstances, for example in (partially) infarcted tis-
sue or when the electrode has poor contact with the tissue, a large distant
source may generate a steeper deflection than a small local source [5]. A
threshold for the slope can be helpful to disqualify remote activations, but
it will also reject small local activations. Noise presents an additional prob-
lem: it can increase or decrease the slope of a lead and thus enhance or
mask a small deflection.

Several methods to discriminate between local and remote activations
were studied by different researchers. These are discussed in section 3.5.
One of them uses the estimated transmembrane current; this will be dis-
cussed in section 3.4.2.

3.4.1 Unipolar versus bipolar electrograms

The potential difference between an electrode in the heart and an ‘indif-
ferent’ electrode placed far away is called a unipolar potential; a signal re-
corded in this way is called a unipolar electrogram. A bipolar electrogram is
a signal consisting of the difference of potentials measured at two closely
separated electrodes. Since the position of these electrodes is almost the
same, the contributions of activation in remote tissue on their potentials
will be similar and therefore cancel each other in the subtraction. In con-
trast, unipolar signals may contain large remote components, which may
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mask deflections resulting from local activation if these are relatively small,
such as in surviving strands of myocardial tissue in infarcted areas. There-
fore it is often easier to infer local activation from bipolar signals than from
unipolar signals.

A disadvantage of bipolar leads is that the amplitude of the deflection
resulting from local activation depends on the orientation of the electrode
pair with respect to the activation front. If the orientation is exactly par-
allel to the front, activation affects the potential on both electrodes in the
same way and no deflection is measured in the bipolar electrogram. Such
problems do not occur with unipolar electrograms. Another disadvantage
of the bipolar electrogram is that in the presence of complicated activation
patterns (fractionated signals) it may be difficult to analyze. Furthermore,
the cancellation of remote effects obtained by bipolar recording is not al-
ways an advantage. For example, remote components in the unipolar elec-
trogram may help to identify the exit site of arrhythmia during endocardial
catheter mapping. An overview of the advantages and disadvantages of
unipolar and bipolar recording was given by De Bakker et al. [13].

3.4.2 The coaxial lead, the transmembrane current, and the
surface Laplacian

An alternative way to reduce the influence of remote activity on electro-
grams is to subtract the potential of several neighbouring electrodes, in-
stead of just one. De Bakker et al. used the term “coaxial lead.” A sample
from a coaxial lead consists of the value at the lead minus the mean of
the values at its neighbours [14]. Let φ0,0 denote the potential at a central
electrode in a square grid, φ−1,0 the potential at its left neighbour, etc. An
implementation of the coaxial signal, using four neighbours, is

γ(4)
0,0 = φ0,0 −

1

4
(φ−1,0 + φ1,0 +φ0,−1 +φ0,1) (3.4)

On a square grid, the coaxial signal is proportional to a second-order ap-
proximation of the surface Laplacian (further referred to as “Laplacian”): the
second spatial derivative. The Laplacian (denoted with the squared nabla
operator ∇2) of a scalar field F, is defined as

∇2F =
∂2F

∂x2
+
∂2F

∂y2
(3.5)

A second-order approximation of the Laplacian of a vector fieldφ in a point
(0, 0) on a square grid is

∇2φ0,0 ' 1

d2
(φ−1,0 +φ1,0 +φ0,−1 +φ0,1 − 4φ0,0) (3.6)
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where d is the interelectrode distance. Combining (3.4) and (3.6) results in

γ(4)
0,0 ' −

d2

4
∇2φ (3.7)

Generalizing, the coaxial-lead signal can be defined as the difference be-
tween the actual signal and the signal that would be measured if the estim-
ated Laplacian at its site were zero:

γ0,0 = −
d2

4
∇2φ0,0 (3.8)

The term “coaxial lead” will be used here with this interpretation. The
coaxial lead is always defined for a particular interelectrode distance d. The
advantage of the coaxial lead over the Laplacian itself is that it provides a
potential difference, of the same order of magnitude as the original lead,
rather than a combination of spatial derivatives (expressed in V/m2). In
addition, it has the same sign as the original lead. It can therefore be inter-
preted as a purified local lead.

It should be noted that this application of coaxial leads is rather dif-
ferent from the application of coaxial electrodes for Laplacian mapping
at the body surface, which is advocated by some researchers as superior
over potential mapping, while others demonstrated that it is technically
impossible [74, 188].

Another reason for using (approximations of) the surface Laplacian is
that it can be shown that it is linearly related to the local transmembrane
current Im [84, 165]:

Im = −
∇2φ

ρ
(3.9)

where ρ is the extracellular resistivity. The transmembrane current in turn
is a good indicator for local activation [165]. However, for correct estima-
tion of the Laplacian, the interelectrode distance must be smaller than the
typical dimensions of the variations in the potential field, which is a frac-
tion of a millimeter. Most grids have larger interelectrode distances. This
results in erroneous values for the Laplacian. Coronel et al. showed that the
Laplacian decreases with interelectrode distance 0.3, 0.6, . . . 1.8 mm, but the
instant of zero crossing, which is used as an estimate for the activation time,
does not change [37].

In conclusion, an estimate of the surface Laplacian can be used to detect
local activation. In case of large interelectrode distances, however, the term
“coaxial lead” is more appropriate. Using the coaxial lead as defined in
equation (3.8), a signal is obtained that can be interpreted in the same way
as unipolar electrograms, but with a reduced influence of remote activation.
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Several authors investigated the application of the surface Laplacian for ac-
tivation detection in unipolar electrograms [165, 277, 278]; this is discussed
in section 3.5.2.

3.4.3 Computation of the surface Laplacian

For a plane regular grid, relatively simple expressions for the surface Lapla-
cian can be derived by making a two-dimensional Taylor’s expansion. The
second-order expansion leads to the well-known approximation given in
equation (3.6) above. Bickley [21] published the expansion up to fourth
order, resulting in the expression

∇2φ0,0 ' 1

6d2
(4S+ + S

×
− 20φ0,0) (3.10)

with interelectrode distance d and

S+ = φ−1,0 +φ1,0 +φ0,−1 +φ0,1 (3.11)

S
×

= φ−1,−1 +φ−1,1 +φ1,−1 +φ1,1 (3.12)

where φi,j denotes the potential at an electrode in row i and column j,
counted with respect to the central electrode labelled (0, 0) (figure 3.4).
The approximation (3.10) is more accurate than (3.6), but since it involves
more electrodes it is a somewhat less “local” estimate. A method involving
even more electrodes, suitable for relatively dense grids, is presented by
Bickley [21]. The surface Laplacian can also be computed on an irregular
grid; methods for this purpose were discussed by Huiskamp [109].

3.4.4 Measurements of the transmembrane current

Several methods have been proposed to estimate the transmembrane cur-
rent using multiple closely separated electrodes [116, 165, 277]. The trans-
membrane current is used to study the electrical behaviour of the tissue,
such as the occurrence of “injury currents” [116], in which case the value
of the transmembrane current is of interest. In addition, a signal that is
proportional to the transmembrane current can be used as an indicator for
local activation (section 3.5).

Janse et al. [116] used the Laplacian to compute transmembrane cur-
rents of ischaemic cells. They applied equation (3.9) with an experimentally
derived value of 4Ωm for the tissue resistance ρe. For the Laplacian, they
used equation (3.10). The study suggested that the dc “injury current” gen-
erated by ischaemic cells at the border zone of an area of acute infarction
could be responsible for focal arrhythmias.
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1

0

� 1
� 1 0 1

(0, 0)

Figure 3.4: Grid points involved in surface Laplacian computation. The cent-
ral electrode is labelled (0, 0). The other electrodes used in S+ (equation 3.11)
are indicated with open circles. These electrodes are known as the “4-connected
neigbours” of the central electrode. The electrodes used in S

×
(equation 3.12) are

indicated with solid dots. Together with the 4-connected neigbours these electrodes
constitute the “8-connected neigbours” of the central electrode.

3.4.5 The surface ECG

The surface ecg can be considered as an extracellular electrogram recorded
at a relatively large distance. The large distance between the current sources
in the heart and the surface electrodes has two consequences: first, the max-
imum potential difference between electrodes is much smaller (typically a
few mV on the body surface and about 20 mV in the heart) and second,
there is no electrode available that may be considered “infinitely far away”
with respect to surface electrodes. Therefore, the average signal of three
electrodes attached to the arms and the left leg, known as “Wilson’s cent-
ral terminal” (wct), is commonly used as a reference. The surface ecg is
discussed in chapters 5–8.

3.5 Activation Mapping

In section 3.4.1, the two major types of electrograms, the unipolar and the
bipolar, were introduced. A disadvantage of bipolar electrograms is that
they need two electrodes and thus two wires for each measuring position.
This can be especially important if electrograms are recorded simultan-
eously from many positions. Such simultaneous multilead recordings are
commonly used for activation mapping: the assessment of cardiac activa-
tion patterns. This section discusses methods of activation detection that
can be used with unipolar electrograms, especially those from large, dense
electrode arrays as used in activation-mapping procedures.
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A moving activation front in the heart results in a deflection in an ex-
tracellular electrogram [246]. When the front moves towards the recording
electrode it records a positive potential, and when the front moves away
a negative potential ensues. This results in a biphasic deflection. When a
front passes at a distance, roughly the same waveform is recorded, but the
deflection is less steep. Since the steepness also depends on the front’s size,
on the depth below the surface, and on tissue properties, it can not always
be decided from the steepness of a single electrogram whether local activ-
ation occurs. A deflection can only be known to be local in one place if it
is known that it is not local in a different place. This can be established by
recording simultaneously from many sites. The activation front at a certain
instant is determined by the recording sites where electrograms show the
steepest negative deflection at that instant. This is the classical method of
activation mapping.

3.5.1 Single-lead criteria

Additional criteria that may be used to identify local activation are that the
deflection should be steeper than a limit value, that the peak-peak amp-
litude of a local bipolar lead should exceed a limit value, and that they
should fit in a propagating activation front [4, 6, 14].

As pointed out by Anderson et al. [4], these methods can bias the results
because they use preconceptions such as the idea that a single propagating
activation front should be present. These authors combine three such cri-
teria to assign a rank to deflections in order to obtain a performance test
for activation-detection algorithms. This test is applied to several candid-
ate algorithms, using epicardial recordings obtained from humans (8 × 8

electrode array, 2 mm interelectrode distance, 500 Hz sampling frequency).
The first derivative turned out to perform very well, if an appropriate limit
value was chosen. The best separation between high-ranking and low-
ranking deflections was provided by the function

ψ =
φ̈3

φ40

+ cφ40 (3.13)

where cwas a constant (depending on the units employed),φ40(t = t1) was
the potential difference between the peak and nadir voltages within a time
window (t1 − 40 ms, t1 + 40 ms), and φ̈3 was the peak-to-peak voltage in a
±3 ms window of the second derivative, computed with a 5-point formula.

A drawback of locally operating functions like these is that a limit value
must be chosen, and the optimal limit value depends on the recording cir-
cumstances: there are differences between the intact and the open chest,
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between atrial and ventricular tissue, species, subjects, etc. Probably the
constant c in (3.13) also depends on the recording circumstances.

Not only the constants, but even the selection of functions for a linear
combination such as (3.13), like φ̇ and φ̈3, may depend on the recording
circumstances. This became clear in another study by the same group [5]
where epicardial recordings from human atria and ventricles were obtained
simultaneously; it turned out that φ̇ provides the best separation between
local ventricular and remote ventricular deflections, but the function

ν40 =
φ̇min

φ40

(3.14)

performed best for local atrial and remote ventricular deflections. The au-
thors explained the relatively poor performance of ν40 for ventricular loc-
ations with the relatively large contribution of remote activity to the amp-
litude of ventricular deflections, compared to atrial deflections, due to the
thicker ventricular wall. This results in a large φ40 for ventricular deflec-
tions, and thus a smaller ν40.

3.5.2 The Laplacian and the transmembrane current

In two studies, Witkowski et al. established the transmembrane current
as a measure of local activation [277, 278]. Both were based on electrode
grids with interelectrode spacing of about 200 µm, which approximates the
length of cardiac cells.

The first study aimed at estimating the transmembrane current itself.
Five-element electrode arrays on the in situ epicardium in dogs were used,
and sampled at a frequency of 16 kHz. Because the electrodes were con-
tained in an insulating plaque, and the heart was exposed, no current could
flow perpendicular to the epicardium. The peak negative dφ/dt was used
to find local activations; for sinus rhythm, the limit for local activation was
set at −10 V/s. The transmembrane current Im was computed as propor-
tional to the time derivative of the surface electric field magnitude E =

(Ex
2 + Ey

2)1/2, which was in turn computed from the potential differences
between the electrodes; Ex = −∂φ/∂x and Ey = −∂φ/∂y.

Several schemes to compute E can be used, differing in the number of
electrodes required, and the position where E is computed. Three methods
are illustrated in figure 3.5. The third method combines the advantages of
symmetry and a small neighbourhood, and may therefore be considered
optimal. A disadvantage of this method is that values of E are defined at
positions between the positions where φ is defined, i.e. on a different grid.
This can be inconvenient for software implementations.
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58 Chapter 3. Analysis of Intracardial Electrograms

(a) (b) (c)

Figure 3.5: Three schemes to compute the electric field ~E in a square rectangular
electrode array. Dots indicate electrodes, arrows indicate which electrodes are used
to compute a component of ~E. (a) Using two neighbours; this is highly local, but
the formula is asymmetric, i.e., it is not clear for which position ~E is computed.
(b) Using four neighbours; it is now clear that ~E is computed at the central elec-
trode, but the neighbourhood is much larger. This means that the data are more
smoothed, and that the area where the electric field can be computed is smaller,
since neighbours on all four sides are required. (c) The electric field is computed at
a position between the electrodes; four neighbours are used, but the neighbourhood
is as small as in panel a.

Although theoretically the activation time derived from Im is best pre-
dicted by the negative zero crossing of the signal, Witkowski et al. used the
peak negative dIm/dt. It is likely that these instants differ but little, espe-
cially in normal propagation. There was good agreement between activa-
tion detection by max(−dIm/dt) and by max(−dφ/dt). It was noted that
the areas of Im above and below zero are approximately equal for normal
propagating activations.

The second study by Witkowski et al. [278] explored the possibilities of
using the transmembrane current thus estimated for activation detection
during ventricular fibrillation (vf). In particular the authors tested the hy-
pothesis that the presence of a balanced inward and outward transmem-
brane charge could differentiate between deflections originating at sites
with normal propagation, sites of origin, sites of activation block, and sites
without local activity. The presence of propagating activation was tested
optically, using a voltage-sensitive dye.

Maglaveras et al. used the transmembrane current Im, which is propor-
tional to the surface Laplacian by equation (3.9), in a model study [165]. A
relatively small, two-dimensional sheet of tissue was simulated using cells
with Beeler–Reuter kinetics. The purpose of the study was to investigate
methods for measuring activation times at discontinuities during propaga-
tion delay in bifurcating bundles. Activation times were estimated using
several methods; among these, the instant of maximum negative slope of
the ion-current signal served as a gold standard. It was shown that activa-
tion times computed from the zero crossing of Im were more accurate than
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Figure 3.6: Upper panel: two electrograms recorded during pacing at the same
position in an isolated porcine heart; the black electrogram was recorded while the
cavity was filled with perfusion fluid, the grey electrogram while the cavity was
empty. It is hypothesized that the increased influence of remote activation caused
by the high conductivity of the perfusion fluid causes the different morphologies in
these leads. The Laplacian signal should be able to reduce this influence. Lower
panel: the corresponding Laplacian signals. Their amplitudes are different, but the
shape of the two signals and the instant of downward zero crossing, which is used
to estimate the activation time, are similar.

those generated with the maximum negative dφ/dt. More specifically, the
activation times estimated using Im indicated an extended zone of slow
conduction, rather than an abrupt conduction block. In addition, at some
sites the activation time estimated from mindφ/dt was clearly wrong be-
cause a large remote component resulted in a steeper deflection than a small
local component. This problem did not occur with the Im-based method.

Influence of remote activity is a major problem in the analysis of uni-
polar electrograms from endocardial basket catheters, as discussed in chapter 4.
Although not firmly established for the relatively large interelectrode dis-
tances in basket catheters, the surface Laplacian appears to be useful for the
recognition of local activation in these signals [47]. An example is shown in
figure 3.6.
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60 Chapter 3. Analysis of Intracardial Electrograms

Figure 3.7: Example of a hand-crafted isochronal map (left), reproduced from
Van Capelle et al. [31], and the electrode configuration with which the activation
times were measured. The line with ‘T’ symbols attached to it indicates a line of
conduction block.

3.6 Isochrones

Activation isochrones, commonly referred to as “isochrones,” are lines that
connect points of equal activation time. These maps are the common means
of depicting an activation pattern. Because an isochronal map can depict
only one activation time for each location, a time interval must be chosen
to which the map will apply. In this interval, each signal should contain at
most one local activation. Isochronal maps are sometimes annotated with
arrows to indicate the major propagation paths. An example of an isochro-
nal map is shown in figure 3.7. Isochrone mapping is a complicated process,
and isochronal maps must be created with care [114]. Spatial and temporal
undersampling can easily lead to incorrect conclusions. Investigators there-
fore sometimes decided to draw isochrones by hand, based on computer-
generated tables of activation times [14]. An investigator who manually
draws an isochronal map may use the drawn isochrones to change activa-
tion times that were used to create the map. This can be an advantage; for
example, it may help in deciding which deflection corresponds to a local
activation front. On the other hand, it allows for complicated methodology
that is hard to reproduce, and allows preconceptions to have an influence
on the results.

If large quantities of data have to be analyzed, and the activation pattern
itself is not a subject of investigation, alternative methods can be applied.
For example, to compute statistics on wave duration, a computer program
may decide which activations in neighbouring electrodes correspond to the
same wave and automatically identify independent waves [23]. If statistics
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on conduction velocity are desired, conduction vectors can be used; this
method is discussed in section 3.8.

Colour maps can also be used to display the activation pattern. They
have the advantage that early and late activated sites are visible at a glance,
but as it is hard to see small colour differences, only the major features of
the activation pattern can be perceived. Also, colour printing is relatively
expensive and cannot always be used. Therefore this method is primar-
ily useful on computer screens and to complement isochrones, for example
during interactive creation of an isochronal map. Colours alone do not al-
low sufficiently accurate perception of activation times.

3.7 Automatic Isochrone Drawing

When it is necessary to display an activation pattern accurately, isochrones
are preferred. For efficiency and objectivity it may be desirable to have
a computer program draw isochrones. In a series of three papers, Barr
et al. [15–17] described a system for contour drawing of potential maps
on an irregular, triangulated mesh. Contour drawing on a square grid for
body surface maps was discussed by Linnenbank [154]. Contour drawing
routines are a standard part of most data analysis and visualization soft-
ware, such as Matlab.

However, isochrone drawing is more difficult than ordinary contour
drawing of, e.g., potential maps because zones of conduction block have
to be treated in a special way. Two situations that need special care are:

• Activation times in adjacent electrodes differ to the extent that the ap-
parent conduction velocity is lower than considered possible [10,126],
which implies that they cannot be part of the same activation front.
This can happen if conduction block is present and if a reentrant ac-
tivation returns at the point where it started. In both cases, a standard
contour algorithm would draw a set of crowding isochrones. This
would inadvertently suggest the presence of very slow conduction.
Instead, a line with a special style should be plotted; either a block
line to indicate a total stop (the line with ‘T’ marks in figure 3.7), or
a line that indicates the beginning and end of an interval of reentrant
activation. This cannot be accomplished with standard contouring
programs.

• In some electrodes, no activation occurs within the given interval.
When a standard contouring program is used, such situations can
be handled by treating the region of this electrode as if it was not
included in the grid, i.e. making a “hole” in the grid before feeding
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62 Chapter 3. Analysis of Intracardial Electrograms

it to the contouring algorithm. No contours will then be drawn in
this region. In case of an isochronal map, such regions would look
similar to regions of very high conduction velocity, where isochrones
are also at large distances from each other; the observer would have
to discriminate these phenomena from the context of the entire map.
Ideally, a block line or a patch with a different shade should be drawn
for regions of conduction block.

Additional problems with isochrone drawing are:

• When the data from a measuring point cannot be used, for example
due to broken wiring, standard contouring methods either insert a
value interpolated from the neighbours (for a regular grid) or remove
the point from the grid (for irregular, triangulated grids). However,
in isochrone mapping, when a bad signal occurs adjacent to a zone
of conduction block, it is not clear which neighbours can be used to
interpolate the activation time. A choice must be made whether to
interpolate from values on one side of the zone of block, or from the
other side, or to consider the point as part of the zone of block.

• A conduction path may be only a single electrode wide; in this case,
standard contouring programs may create contours of zero length.

• More than one activation detected at the same electrode in the prede-
termined time interval cannot be displayed using isochrones.

A specialized program is thus necessary; however, to a large extent it can
use existing algorithms. An experimental program for this purpose, called
“isomap,” was developed as part of the map

lab software [207,208] (chapter 10).
This program can handle lines of conduction block (figures 3.8 and 3.9) and
reentrant activation (figure 3.10) correctly. It can work on surfaces in 3-D as
well as in 2-D, and with both triangulated and rectangular grids. In its cur-
rent implementation it decomposes rectangles into triangles, so that only
an algorithm for contour drawing on a triangulated grid is needed. Output
of this program is shown in figures 3.8, 3.9, and 3.10.

An important feature of the isomap program is that it can automatically
indicate lines of conduction block: if the activation-time difference between
neigbouring electrodes is so large that the apparent conduction velocity is
below a user-specified limit, the program assumes conduction block be-
tween these electrodes, and will indicate this with a special line style. Or-
dinary isochrones are not drawn in such regions. Since isomap can handle
a typical activation map in a few milliseconds, the software operates fast
enough to allow experimentation with limit values (figure 3.8) in an inter-
active way.
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Figure 3.8: Activation maps featuring a line of block [80] drawn with isochrones
using the general contour function from Matlab (top left), and using the special-
ized isomap program. The latter can automatically indicate conduction block based
on a minimal conduction velocity as discussed in the text, and will not draw nor-
mal isochrones between electrodes where conduction block is thus detected. In this
figure, block lines are rendered thick and grey. By varying the limit value, an op-
erator can easily see the effect of different assumptions on the isochronal map. In
most circumstances, conduction cannot be slower than 10 cm/s [10, 126]. Using
this as a limit value, the map in the upper right panel results. If so-called “very
slow conduction” is expected, conduction can be as slow as 5 cm/s [126]. The map
based on this assumption is shown in the lower left panel. If even slower conduc-
tion would be deemed possible, for example 2.5 cm/s, the map in the lower right
panel would result. In all maps, activation times are indicated in milliseconds and
isochrones are drawn at 5 ms intervals. Timings are relative to a pacing spike that
occurs earlier in the recording. Inter-electrode spacing was 0.1 cm [80].
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Figure 3.9: Three subsequent beats from the same recording; the middle one is
also shown in figure 3.8. The activation patterns of these beats are different due to
lines of functional block or “extremely slow conduction.” The conduction-velocity
limit was set at 5 cm/s, which is equivalent to 20 ms delay between electrodes (in-
terelectrode distance 1 mm) [80]. Isochrones are drawn at 2 ms intervals. In the
lower panel, electrograms are shown that were recorded at two electrode positions,
which are indicated in the maps (an open circle and a dot, respectively). The de-
flections corresponding to the three maps are labelled 1, 2, and 3. The instants of
peak negative dV/dtwhich were used for the maps are indicated with arrows in the
electrograms. The second deflection is very slow in the upper trace; it corresponds
to transient block (additional block line between the two indicated recording sites
in the second map) or to extremely slow conduction.

Provided with adequate software, computers are highly useful for the
creation and inspection of large numbers of activation maps. It should be
noted, however, that the clarity of hand-crafted maps (figure 3.7) is unsur-
passed by computer programs—at least by the programs presented here.
On the other hand, the process by which this clarity is obtained involves
assumptions on the activation process that are not made explicit. It is there-
fore subjective, and the resulting maps are sometimes debatable.

A good compromise between efficiency and reliability is presented by
computer programs that incorporate all possible clarifications that are not
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Figure 3.10: Handling of reentry by the isomap program. These maps represent
a circulating activation pattern [82]. The operator has chosen the time window
where activations are detected such that all electrodes show one activation. If an
ordinary contour algorithm is used, isochrone crowding occurs in the area where
the activation front is at the begin and end of this window. This looks very similar
to activation block, as in figure 3.8. Using the isomap program it is possible to
draw a single contour in a special style instead, such as the dashed line used here.
The grey area indicates a zone of activation block. Isochrones are drawn at 5 ms
intervals.

debatable. Isomap was created for this purpose. By letting the user specify
isochrone levels, it allows the right number of isochrones for a given situ-
ation to be drawn. By letting the user state explicitly which delay signifies
conduction block, it allows the creation of block lines in an objective and
reproducible way.

One reason for the poorer esthetic quality of computer-generated maps,
with respect to hand-crafted maps, are the limitations of software packages
used. Limitations in Matlab, for example, make it desirable to edit graph-
ical output from the maplab package (which is implemented in Matlab; see
chapter 10) with specialized graphics software when it is to be used for pub-
lication. The isochronal maps presented here (figures 3.8, 3.9, 3.10, and 3.11)
were rendered by a script written in the MetaPost graphics language [91],
using data generated by map

lab routines.

Another reason for the poorer esthetic quality of computer-generated
maps is that hand-drawn isochrones are often drawn smoothly, which gives
a clear impression, while programmers of contour algorithms are reluct-
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Figure 3.11: Illustration of problems due to smooth contour drawing with splines.
A magnified part of the activation map shown in figure 3.10, with isochrones drawn
as B-splines [91]. Results are shown here for the Matlab contour algorithm, and
for the isomap program. For the 122 ms isochrone in this region, both algorithms
return control points that, when rendered with splines, yield curves that intersect
other isochrones. The Matlab routine returns two contours, drawn (left panel)
with a thick black and a thick grey line. Control points are shown with small
circles. In order to show isomap’s solution (right panel), the block-limit value was
set at a very high value; otherwise the problematic region would have been crossed
by a block line, as in figure 3.10. Isomap returns one contour for the 122 ms level
instead of two, and more control points.

ant to implement smoothing, for several reasons: First, smoothing implies
interpolation, which is not always valid in activation maps, and requires
the choice of an interpolation method, which in turn implies assumptions
about the data. Second, smooth lines suggest a higher resolution than is
actually available. Third, it is difficult if not impossible to guarantee that
no artifacts like crossing isochrones occur. Control points generated by
standard contour algorithms are usually intended for straight-line draw-
ing; rendering them with splines instead may give reasonable results in
many cases, but errors may result if the splines are not tense enough, as
shown in figure 3.11.
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3.8 Conduction Vectors

Isochronal maps give a good indication of the pattern of activation, but it is
difficult to determine the conduction velocity from them. As an alternative,
conduction vectors may be computed. If the activation time is considered
as a scalar field T , the conduction vector (cv) ~v can be defined as the vector
with the direction of the gradient of T , and as magnitude the estimated local
velocity of the activation front:

~v = v · n̂ =

(

(∂T/∂x)/s2

(∂T/∂y)/s2

)

=

(

dx/dT

dy/dT

)

(3.15)

with s the inverse velocity, or slowness,

s2 = (∂T/∂x)2 + (∂T/∂y)2 (3.16)

The partial derivatives of T may be estimated using finite differences [227],
or by fitting a first-order or second-order polynomial surface [18, 177, 267].
The choice for either method, and the order of the surface, depends on the
number of neighbouring electrodes that are sufficiently close and take part
in the same activation wave.

An example of a conduction-vector map and the corresponding isochro-
nal map are shown in figure 3.12.

The conduction velocities in this map were computed at positions in
the middle of four grid points, as in figure 3.5, panel c (page 58). A prob-
lem with conduction vectors is that they are sensitive to temporal under-
sampling: discretization of activation-time differences may then lead to
very long conduction vectors in areas of fast conduction. This problem oc-
curs at several positions in figure 3.12. A solution would be to average over
several beats with the same pattern or to compute velocities using more
grid points.

Provided that the temporal resolution is high enough, a conduction-
vector map can be used to depict the local conduction velocities for a spe-
cific activation pattern. Also, velocities can be averaged over an area to
obtain an indication of overall conduction velocity, which is useful for as-
sessment of the effects of drugs or genetic disorders [177, 220].

3.9 Conclusion

Computer programs are useful for the analysis of activation maps, primar-
ily for three reasons. First, they can perform tasks that are dull and/or time
consuming for human investigators, such as the detection of the steepest
deflection in an electrogram and the creation of large series of activation
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Figure 3.12: Conduction-vector map, superposed on the isochronal map of the
same activation-time data (the same as in figure 3.10; in this case drawn with
splines). The spatial derivatives of the T field were computed at each point in
the middle of four electrode positions using symmetric first-order derivatives (fig-
ure 3.5c). The vector was not drawn if the time difference between two electrodes in
a set of four exceeded 40 ms. Artifacts, i.e. very long arrows, occur in regions where
the measured activation times are the same at several electrodes; this may happen
in regions with very high conduction velocity, at colliding wave fronts, near lines
of block, and if activation moves in the vertical direction, i.e. perpendicular to the
electrode plane.

maps. Second, they can perform mathematically defined signal processing
tasks, such as the computation of Laplacian signals, in order to assist in-
vestigators in the analysis of electrograms. Finally, implementation in a
computer program of analysis tasks that can also be performed by humans
can help to make assumptions, which are necessary in the analysis of ac-
tivation maps, more explicit. The isomap program fulfills the latter goal,
as it can show quickly what the results of different values of the minimal
conduction velocity are for the interpretation of an activation map.
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Chapter 4

Properties of Unipolar
Electrograms Recorded
With a Basket Catheter

Unipolar electrograms obtained from a basket catheter in the blood-filled

cavity differ from those obtained by endocardial balloons during antiar-

rhythmic surgery. We investigated these differences using basket catheter

recordings obtained from isolated porcine and canine hearts which could

be filled with perfusion fluid and evacuated at will. The results indicated

that the differences between basket and balloon recordings are largely at-

tributable to the presence and absence of blood. Activation maps obtained

in the presence and absence of blood were usually similar and only differed

in a minority of cases at sites where electrograms revealed multiple deflec-

tions. — Submitted for publication [204].

4.1 Introduction

Multielectrode “basket” catheters allow the simultaneous recording of up
to 64 unipolar endocardial electrograms. Basket catheters have been used in
animals [63, 78, 117], human atria [221], and the human left ventricle [229],
and are applied in patients to analyze a tachycardia circuit prior to abla-
tion [78]. Our group has used the Constellationtm Basket catheter (Bo-
ston Scientific Inc., Natick, ma, usa) with 64 unipolar leads in combina-
tion with body surface mapping, e.g. to study the arrhythmogenic substrate
and exit-site localization of postinfarction ventricular tachycardia (vt) [48].
The study revealed that electrograms obtained with the basket catheter
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differed from those obtained with other recording techniques, most not-
ably by showing relatively slow deflections and a low incidence of r waves.
These differences were not apparent in earlier reports on basket catheter
applications, where bipolar recordings were used [63, 78, 117, 221, 229].

A modality that lends itself for comparison is the endocardial balloon,
which has been used during antiarrhythmic surgery [7, 8]. Basket and bal-
loon recordings made by our group are comparable in the sense that they
both have 64 unipolar leads and a similar interelectrode distance.

This study was aimed at characterizing the quantitative differences be-
tween electrograms recorded with basket catheters, with endocardial bal-
loons, and with conventional catheters, in order to detect possible sources
of error when using the basket catheter for diagnosis.

It was expected that the presence of blood would be a major cause of dif-
ferences between electrograms recorded with the endocardial balloon and
the basket catheter. Therefore, we recorded electrograms with the basket in
the left ventricle of isolated canine and porcine hearts, where the ventricle
could be filled with perfusion fluid and evacuated at will. This allowed us
to record electrograms in both absence and presence of fluid in otherwise
comparable circumstances.

The differences between the empty and filled cavity found in these ex-
periments are compared to differences between balloon recordings and bas-
ket recordings in patients, in order to estimate the applicability of the res-
ults to human electrograms.

4.2 Methods

Endocardial electrograms were recorded in unipolar mode in patients and
in isolated animal hearts, using a total of three modalities: the endocardial
balloon [7,8], the basket catheter, and conventional mapping catheters. The
endocardial balloon was only used in patients, because the available bal-
loons were too large for the animal hearts. Measurements with the basket
catheter were made in both patients and isolated canine and porcine hearts.
Since the recording system used for standard mapping catheter recordings
in patients did not allow digital export of data, we could not use these data
for quantitative analysis. Therefore, only mapping catheter data obtained
from isolated animal hearts were analysed.

It was shown previously that activation times correspond with the in-
stant of maximum negative dV/dt in the local unipolar electrogram [5,248].
Since activation detection is an important application of endocardial map-
ping, we studied max(−dV/dt) values in the electrograms. Using the nota-
tion D ≡ dV/dt we denote max(−dV/dt) as Dmin. In addition, r-wave
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peak amplitudes and total qrs amplitudes were studied. Analysis was per-
formed using our own map

lab software [207, 208] (chapter 10) and custom
software written in Matlab (The MathWorks Inc., Natick ma, usa).

4.2.1 Patient data

In five patients, both endocardial balloon and basket catheter recordings
were obtained (not simultaneously).

Balloon recordings were made during antiarrhythmic surgery [9]. Sig-
nals were band-pass filtered (3 dB points 0.16 and 400 Hz), and digitized at
a frequency of 1 kHz with 2 µV resolution and a range of 16 bits. Sixty-four
channel recordings of 1.5 s duration were made during endocardial pacing.
A total of 316 paced complexes was analyzed. We limited the study to
paced beats because we wanted to assess the influence of the activation or-
der, particularly in the animal data, which requires pacing, and paced beats
cannot easily be compared with spontaneous beats.

Recordings with the basket catheter were made during preoperative
electrophysiologic study. Pacing was attempted at all basket electrodes;
paced beats were recorded while pacing with a current strength just above
threshold. Simultaneous recordings from 61 basket leads and 64 body sur-
face leads were made continuously during the procedure. The surface leads
were used in this study for qrs detection, and were used in other studies.
Signals were band-pass filtered (3 dB points 0.16 and 400 Hz) and digitized
at a frequency of 2 kHz with 2 µV resolution and a range of 16 bits. For each
pacing electrode where capture was obtained, at most nine complexes were
analyzed (eight complexes on average).

Automated analysis of basket data The basket recordings obtained from
patients were analyzed automatically. Techniques for automatic qrs detec-
tion and baseline correction described in chapter 6 were used for this pur-
pose. This approach made it possible to analyze vast amounts of data with
relatively little effort. Typically nine beats were analyzed for each of the 64

pacing electrodes while these paced beats had to be located first within a
number of recordings, each of several minutes length—a task that would
have been rather tedious to perform manually.

4.2.2 Animal data

Endocardial electrograms were recorded with the basket in one canine heart
and two porcine hearts in Langendorff setups [171]. Because the aorta was
cannulated, the basket catheter was inserted into the left ventricle through
the mitral valve ring, after removal of the left atrium. The ventricle was
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filled with perfusion fluid (50 % blood 50 % Tyrode’s mixture), allowing the
recording of electrograms in the presence and absence of blood but other-
wise equal conditions. The filled cavity was emptied by opening a canula
which was located in the lv apex. Recordings were made while the heart
was paced either at the right atrium, at the lv apex, or at the lv base. In the
porcine hearts, a standard 7 F endocardial catheter was inserted between
the splines of the basket.

Signals were band-pass filtered (3 dB points 0.16 and 800 Hz) and digit-
ized at a frequency of 1 kHz with 2 µV resolution and a range of 16 bits.

4.2.3 Analysis

Values of Dmin, peak-to-peak amplitudes of the qrs complex, and r-peak
amplitudes were compared between balloon and basket recordings in pa-
tients. In animal hearts, additionally values of Dmin, peak-to-peak amp-
litudes of the qrs complex, r-peak amplitudes, and activation times were
compared between the empty and filled cavity.

The s-peak amplitude VS was defined as the most negative potential
occurring in the qrs complex. The r-peak amplitude VR was defined as
the highest potential occurring between qrs onset and the s-peak. In leads
with a relatively early and initially negative deflection, VR could be slightly
negative. Total (peak-to-peak) qrs amplitude was defined as VR − VS.

4.3 Results

4.3.1 Maximum slope values and slope ratio

Values of Dmin for the three different recording techniques are shown in
figure 4.1. The values recorded in isolated animal hearts were larger than
those recorded in in-situ patient hearts. However, there was a consistent
difference between values obtained in the filled and empty cavity in all
subjects, and for all pacing positions in isolated hearts.

There was considerable variability in values between electrodes, and
between pacing positions. Therefore, the ratio of values in filled and empty
cavities should in principle be compared on a per-electrode basis. We com-
puted this ratio for each electrode in the porcine heart and determined the
median, R1 (table 4.1).

This ratio can not be used to compare animal data with patient data
and to compare balloon with basket recordings because there are no cor-
responding electrode positions. Therefore, we also computed a ratio R2,
defined as the ratio of the median Dmin value over all electrodes in the
filled cavity and the median Dmin value over all electrodes in the empty
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Figure 4.1: Percentile graphs of dV/dt values, specified in V/s. The vertical axis
is reversed because the values are negative. The central horizontal line in each box
represents the median value, i.e. the 50th percentile; the ends of each box indicate
the 30th and 70th percentiles. The T-shaped lines indicate the 10th and 90th per-
centiles. To facilitate comparison, the median levels of all ‘empty’ sets are indicated
with dotted lines. Patients are labelled 1–5, porcine hearts p1 and p2, the canine
heart d1. For animal hearts, data are presented separately for apical (ap), basal (b),
and right atrial (ra) pacing; comparing basket recordings in the empty and filled
cavity. For patients, basket and balloon data are compared. In all data sets, black
boxes indicate a filled cavity and open boxes indicate an empty cavity.

cavity (table 4.1). Because the animal experiments showed that both ratios
are similar, we used ratio R2 to compute slope attenuation in patients (com-
paring balloon and basket recordings), and to compare it with slope attenu-
ation in isolated animal hearts (computed by comparing basket recordings
in an empty and filled cavity).

4.3.2 R-peak and total QRS amplitude

In figure 4.2, r-peak amplitudes and total (peak-to-peak) qrs amplitudes
are shown for all recordings in both patients and isolated animal hearts. In
patients, the median r-peak amplitude was 3.6–5.8 mV in balloon record-
ings and 0.0–1.4 mV in basket recordings. In the isolated animal hearts,
mostly low-amplitude r waves were present even when the cavity was
empty. Filling of the cavity yielded either disappearance or attenuation
of the r waves by 0–3 mV.

Median total qrs amplitude was 7–15 mV (mean 11.4 mV) in balloon
recordings and 4–7 mV (mean 5.0 mV) in basket recordings in patients. In
isolated animal hearts, median total qrs amplitude depended on the pacing
site; the mean reduction factor (R1) was 0.71 on average.
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Table 4.1: Ratios R1 and R2 (see section 4.3.1), for Dmin, R-peak amplitude, and
total QRS amplitude. In isolated animal hearts, ratios were computed from com-
parable measurements in the empty and filled cavity. In patients, R2 was computed
from the averages of the medians of all balloon and basket recordings.

subject Dmin R-peak ampl. QRS ampl.

R1 R2 R1 R2 R1 R2

1 n.a. 0.69 n.a. 0.26 n.a. 0.56

2 n.a. 0.32 n.a. 0.01 n.a. 0.35

3 n.a. 0.44 n.a. 0.02 n.a. 0.49

4 n.a. 0.88 n.a. 0.00 n.a. 0.79

5 n.a. 0.43 n.a. 0.04 n.a. 0.44

pig 1 0.67± 0.19 0.66 0.43± 0.29 0.34 0.71± 0.07 0.71

pig 2 0.75± 0.14 0.75 0.72± 0.22 0.70 0.83± 0.07 0.83

For a quantitative comparison of patient data and animal data, the ra-
tios R1 and R2 for the r-peak amplitude and qrs amplitude are given in
table 4.1.

The activation order, which was varied by changing the pacing site (fig-
ure 4.3), had an influence on both r-peak amplitude and total qrs amp-
litude, as shown for a subset of leads in figure 4.4. The magnitude of these
differences was comparable to that resulting from the presence or absence
of perfusion fluid in the cavity.

4.3.3 QRS morphology in isolated hearts

In the isolated porcine hearts, pacing was performed at three positions: ap-
ical, basal, and right atrial. For each of the three pacing positions, record-
ings were made with empty and filled cavities. Electrograms were com-
pared between pacing positions and the presence or absence of perfusion
fluid; time alignment was based on the pacing spike. Complexes recorded
with an identical pacing position and cavity filling resembled each other
well in morphology, dV/dt, and amplitudes. These features were all repro-
ducible after repeated cavity filling and draining. Clear differences were
present between complexes recorded in different situations: both the activ-
ation order and the filling of the cavity yielded changes in the shape of the
electrograms. Results for a subset of leads are shown in figure 4.4.
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Figure 4.2: R-peak and total QRS amplitude, both in mV. Labels are the same as
in figure 4.1. In all data sets, black boxes indicate a filled cavity while open boxes
indicate an empty cavity. In the animal hearts, R peaks are always smaller in the
filled cavity, as compared to the same pacing position in the empty cavity. Relat-
ively large R peaks are observed in p1 for basal pacing (especially at late activated
sites, as can be seen in figure 4.4); these peaks are attenuated when the cavity is
filled. Slightly negative R peak values are sometimes observed (see section 4.2.3).
Total QRS amplitude is also consistently reduced by cavity filling. It is larger in
isolated porcine hearts than in in-situ human hearts, and even larger in the canine
heart.

Electrograms recorded with a conventional mapping catheter, which
was inserted between the splines of the basket, did not differ substantially
from those recorded at the surrounding basket electrodes. An example is
shown in figure 4.5.
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Figure 4.3: Examples of activation maps obtained from a porcine heart (p1) with
basal (upper panels) and apical pacing (lower panels), in the empty cavity (left
panels) and in the blood-filled cavity (right panels). The base of the ventricle is
located just above the mapped region, near row 8; the apex is located below row 1.
Each basket spline is represented by a column of the map, labelled A–H. Splines
A and H are adjacent and located at the septal wall. Splines B and C are located
anteriorly; D and E laterally; F and G posteriorly. Basal pacing was performed near
spline A and apical pacing near spline G. Activation times are given in milliseconds
with respect to the pacing spike. No activation time is printed at sites where it
could not be determined due to broken wiring of the basket catheter. Isochrones are
drawn at 2 ms intervals. The electrode naming scheme is indicated at the sides of
the activation maps. Most activation times differ little between recordings obtained
either in an emtpy or filled cavity. An exception is electrode G2 (arrows); this is
explained in figure 4.7.
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Figure 4.4: Selected electrograms obtained from a porcine heart (p1) with basal
(upper panel) and apical pacing (lower panel). The corresponding activation maps
are shown in figure 4.3. To show both the differences between the empty and filled
cavity and the variability in each situation, electrograms of several complexes are
superimposed, using the pacing spike for alignment. Grey lines represent com-
plexes recorded in the empty ventricle; black lines complexes recorded in the filled
ventricle. Unusual variability is observed in the electrograms recorded in the filled
cavity in leads A6 and H5 with basal pacing. This is probably due to incomplete
filling, as it is only observed in basal leads. During basal pacing, large R peaks (up
to 15 mV) are observed at sites with the latest activation times in the empty cavity
(G2, H5); in the presence of perfusion fluid these R peaks almost disappear. During
apical pacing, R peaks are much smaller in most leads; a notable exception is lead
C4. Complete statistics are given in table 4.1.
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A4

A5

tip

B4
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Figure 4.5: Example electrogram recorded from the tip electrode of a stand-
ard 7 F mapping catheter (tip), inserted between the splines of the basket in an
isolated porcine heart (p1). Electrograms from surrounding basket electrodes
(A4,A5,B4,B5) are plotted for comparison; with grey lines and superimposed on
the tip lead signal, and in scaled-down versions adjacent to it. The electrograms
were recorded at mid-wall positions (see for example the activation map in fig-
ure 4.4) during apical pacing in the filled cavity.

4.3.4 Activation times in isolated hearts

In the recordings made during apical stimulation in one of the isolated por-
cine hearts (p1), activation times were compared between empty and filled
cavity. Statistically significant (p < 0.05) differences in estimated activation
times were found in 8 of 40 leads (figure 4.6 (a)). The most pronounced dif-
ference, 12 ms, occurred in lead G2 (arrows in figure 4.3; figure 4.7). This
was caused by a double deflection where the presence of blood decreased
the slope of the first deflection, which was the steeper in the empty cavity.
Filling of the cavity did not influence the slope of the second deflection, so
that the second deflection became slightly steeper than the first. A similar
effect yielded an activation-time difference of 8 ms in lead B4 in the same
recordings (see the activation maps in figure 4.3). Other differences in ac-
tivation times were in the order of 2–4 ms, and appeared to be due to a
continuous shift in the timing of the deflection (figure 4.6 (a)).
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Figure 4.6: Time dependence of the effects of cavity filling on electrograms. (a) Ac-
tivation times of selected leads, obtained by a basket catheter in an isolated porcine
heart (p1; see also the lower panel of figure 4.4) are shown. Tick marks on the hori-
zontal scale of each plot indicate the recording number; approximately 30 seconds
elapsed between recordings. The lead names shown in the bottom right corner of
the plots are the same as in figures 4.3 and 4.4. The recording sequence begins
with two recordings in the filled cavity (solid circles), followed by 6 recordings in
the empty cavity (open circles), and another three recordings in the filled cavity.
For most leads, a linear trend is visible when the cavity is drying. In lead G2

(figure 4.7), the change in the estimated activation time is due to a discontinuous
effect, and occurs immediately when the blood is removed. (b) Effect of presence
of fluid on activation time, Dmin, R-wave amplitude, and total QRS amplitude, in
lead E2 in a porcine heart (p2), while pacing apically. Each complex is represented
with a solid dot (filled cavity) or an open circle (empty cavity). Tick marks on the
horizontal axis represent intervals of 100 seconds. The cavity was filled for two
periods of approximately three seconds each. In this lead, effects of presence of fluid
lasted over 100 s inDmin and R-wave amplitude.
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Figure 4.7: Electrogram from lead G2 (upper panel) and its first derivative (lower
panel) in a porcine heart (p1, the same as in the lower panel of figure 4.4). A
total of 11 complexes is superimposed. Five complexes were recorded in the blood-
filled ventricle (black lines) and six in the empty ventricle (grey lines), all during
apical pacing. In the electrograms recorded in the empty cavity, the first deflection
(labelled e1) was steeper than the second (e2). In the filled cavity, the first deflection
was attenuated more than the second. Therefore, in the filled cavity, the second
deflection (f2) was steeper than the first (f1). Consequently, in the filled cavity
the local activation time was estimated 12 ms later than in the empty cavity. The
corresponding activation maps are shown in figure 4.3.

4.4 Discussion

4.4.1 QRS morphology and amplitude

Unipolar endocardial electrograms obtained during activation of healthy
myocardial tissue consist of either a positive and a negative deflection (a
“rs wave”), or a single positive deflection (“r wave”), or a single negat-
ive deflection (a “qs wave”). Particularly in diseased tissue, more complex
configurations may occur (“fractionation”). Initial positive deflections are
associated with an approaching wavefront. qs waves are associated with
sites from which the activation only moves away, i.e. mainly early activa-
tion sites.

In a set of recordings made in unipolar mode with a 64-channel basket
catheter in patients, we observed almost exclusively qs waves even at sites
far from the pacing site.
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Initial negativity in the electrogram was shown by Zimmerman and
Hellerstein to be a characteristic of the cavity potential, which is entirely
negative in the left ventricle [284]. Durrer and Van der Tweel, who recor-
ded electrograms with multi-electrode needles in the intact in-situ heart,
reported that r waves occur only in epicardial and subepicardial layers;
cavity leads (recorded from the distal electrodes of the epicardially inser-
ted needles) featured slow symmetric qs complexes [58, 59]. In a computer
model study, Geselowitz et al. reported large differences in both r-wave
and s-wave amplitude between endocardially and intramurally obtained
electrograms, even at a very small depth (50 µm) [73]. In a study with an
intracavitary probe, Liu et al. presented examples of cavity potentials in
an isolated blood-filled canine heart [156]. These recordings also featured
small or absent r waves.

In this study, we observed a profound difference in r-wave amplitude
between electrograms recorded with the balloon (empty cavity) and the
basket (filled cavity) in patients, and hypothesized that this is due to the
greater influence of remote tissue through the cavity potential when blood
is present in the cavity.

To test this hypothesis we made recordings in isolated animal hearts
which could be filled with perfusion fluid and evacuated at will. Few
r waves were present in any of the basket recordings in the isolated hearts,
in both empty and filled cavity. Filling of the cavity yielded disappearance
of the r wave in some cases, and attenuation of the r wave in other cases.
In many leads, attenuation of the s wave was observed after filling of the
cavity.

We observed in individual leads that the presence of blood in isolated
animal hearts caused attenuation of the electrograms and decrease ofDmin,
with approximately a factor 0.7 (median over all leads; R1 in table 4.1). Us-
ing a ratio of median values in the empty and filled cavity, these data can be
compared to the patient data (R2, table 4.1). The average ratio found after
comparison of balloon and basket recordings in patients, which ranged
from 0.32 to 0.88, was comparable to that found in animals (0.66 and 0.75,
respectively).

We conclude that the differences between balloon and basket recordings
are largely due to the presence of blood in the cavity during basket record-
ings. Another possible source of differences is the electrode geometry and
wall contact. The basket splines are thin and are not pressed against the
wall as adequately as the balloon electrodes or the tip electrode of a con-
ventional catheter. In addition, wall contact is reduced because the basket
electrodes do not project from the basket splines like the electrodes of the
endocardial balloon do. Lastly, trabeculae may prevent splines from mak-
ing proper contact with the endocardium at all electrode positions. We in-
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serted a conventional catheter between the basket leads for a limited num-
ber of measurements. An example is shown in figure 4.5. In all cases, the
signal from the catheter was similar to the signals from surrounding basket
leads, although the negative wave in the catheter tip signal in figure 4.5 is
slightly narrower than that in the surrounding basket leads.

The differences in amplitude of qrs complexes between the empty and
the filled cavity are similar to the results of Geselowitz et al. [73], who ob-
served profound differences between dry tissue and tissue in a layer of fluid
using computer model studies. Interestingly, these authors reported that
even a very thin layer of fluid (50 µm) can have the effect of diminishing
the amplitude by approximately a factor 2. This could explain the slow ef-
fect of draining the cavity in our experiments (figure 4.6 (b)), because the
withdrawing of most of the perfusion fluid may take a few minutes.

4.4.2 Differences in estimated activation times

Activation times estimated as the instant of Dmin in a unipolar electrogram
were mildly affected by the presence of blood. In our experiments, no signi-
ficant difference was observed in the majority of leads. Usually, differences
were in the order of a few milliseconds, but values up to 12 ms were ob-
served in fractionated electrograms (figure 4.7).

4.4.3 Implications

Mapping catheters usually have a ring-shaped electrode proximal to the tip
electrode, making it possible to record both unipolar and bipolar electro-
grams. Ambiguities in the unipolar electrogram can therefore be resolved
by the bipolar electrogram, which due to the ring shape of the second elec-
trode is not orientation-dependent if the angle between the wall and the
catheter is large. The endocardial balloon and basket electrodes do not have
this option. Particularly the basket electrode has a limited number of leads
due to the limitation in the number of wires that can be contained in the
catheter shaft. Currently, at most 32 bipolar positions or 64 unipolar posi-
tions can be used. Bipolar positions consist of two electrodes separated by
a shorter distance than the distance between the pairs, or between the elec-
trodes of the unipolar version of the basket catheter. Unipolar positions,
in contrast, are equally spaced. Since the resolution of unipolar mapping
is twice the resolution of bipolar mapping with the same (limited) number
of leads, unipolar mapping may be preferable. In addition, bipolar basket
electrode pairs have an orientation parallel to the wall, making them highly
dependent on the direction of an activation front, and thus weakening the
advantages of bipolar leads.
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Given the double resolution of the unipolar basket and the limited use
of bipolar pairs parallel to the tissue it is worthwile to attempt unipolar
mapping with either the balloon or the basket catheter. We showed that
in the presence of blood, activation times can still be estimated using the
Dmin instant. However, the presence of blood may influence the decision
in double activations or fractionated electrograms, like leads G2 and B4 in
figure 4.7. Fractionation is rare in our data of isolated animal hearts, but
is frequently observed in electrograms recorded with the basket catheter in
patients, since the basket is usually applied in patients who suffered from
previous myocardial infarction and considerable scarring of the left vent-
ricle. For improved accuracy and robustness, activation times may be es-
timated using the Laplacian of the potential as a measure of the transmem-
brane current Im [143, 165, 277]. For accurate Im estimation, interelectrode
distances should be very small, that is, in the order of 0.1 mm. Coronel
et al. showed that the Laplacian decreases with interelectrode distance 0.3,
0.6, . . . 1.8 mm, but that the instant of zero crossing, which is used to estim-
ate the activation time, does not change [37]. Additional work is needed
to establish the applicability of this technique to grids with interelectrode
distances in the order of 1 cm, which were used in our studies.

TheDmin value in an electrogram is sometimes used to estimate the pos-
ition of infarct scars. When selecting a threshold value for this purpose, the
attenuation caused by the presence of blood should be taken into account.

In conclusion, we have shown that unipolar electrograms recorded with
a basket catheter are affected by the presence of blood, but can still be used
for activation mapping if appropriate care is taken in the analysis of frac-
tionated electrograms.
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Chapter 5

Characterization of Body
Surface Maps

Characterization and comparison of body surface maps is necessary for

the localization of cardiac arrhythmias, diagnosis of ischaemia, dysplasia,

hypertrophy, and conduction abnormalities. Various methods for compar-

ison have been used, the choice of a method depending on the applica-

tion. An overview of these methods is given in this chapter. An improve-

ment for one of these methods, the “nondipolar content,” is also presented.

— Presented in part at the World Congress on Med. Phys. and Biom. Eng.,

1997 [211].

5.1 Introduction

Multichannel ecg data are generally to be processed by a computer in some
way to obtain a useful diagnostic parameter. Generally, we may speak of
“characterization of body surface maps.” Often characterization is based on
comparison of a map with another map that corresponds to a known dia-
gnosis. An overview of methods for comparison and other diagnostic tools
is given in this chapter. Since the term “body surface map” has been used
with different meanings, this treatment starts with a definition of terms.

A surface ecg recording with many leads will be called a multichannel
ecg (mecg). The term “total body surface map” (tbsm) has been used with
the same meaning. A set of mecgs recorded with the same lead system can
be considered as a set of matrices with each matrix having a fixed number of
rows (representing leads) and a variable number of columns (representing
samples), as depicted in figure 5.1.

The term “body surface map” (bsm) will be used to denote one sample
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lead

sample

element

Figure 5.1: A multichannel electrocardiogram recording is represented by a mat-
rix: each row is an ECG signal (lead) and each column is a sample. The number of
signals is usually 64–256, common numbers of samples range from a few hundreds
to many thousands. An “element” is the cross section of a sample and a lead, and
is represented by a single number.

from a multichannel ecg, i.e. a vector or array with one element for each
recording lead. It represents the distribution of voltages over (a part of) the
body surface. The term bsm will also be used to denote the visualization
of this vector, as in figure 1.2 on page 16. The term “body surface potential
map” has been used to denote a bsm as well.

In addition, the abbreviations qrsi and qrsti will be used for “qrs in-
tegral map” and “qrst integral map,” respectively. These objects are intro-
duced below.

The term “map” is used for brevity to refer to a bsm, qrsi, or qrsti, if it
is clear from the context what is meant.

5.1.1 Comparing maps

Direct comparison of mecgs is only possible if they were recorded with the
same system or were converted to the same system, an operation that can
only be performed if a certain error is allowed [97, 98].

Two different mecg matrices recorded with the same lead system will
have the same number of rows (representing leads) but generally a differ-
ent number of columns (representing samples). A general measure of dif-
ference between matrices with unequal dimensions is not known. In order
to give a useful answer to the question how mecgs should be compared
one must know the purpose of the comparison: this allows summarization
of the mecg information in such a way that a comparison can be made.
Well-known purposes are identification of the site of origin of arrhythmias,
identification of pacing sites, and diagnosis of depolarization and repolar-
ization disorders. Examples of summarizations that are applied, are the qrs
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integral map (for localization of arrhythmias) and the nondipolar content
(to quantify dispersion of repolarization), which are both discussed below.

Multichannel ecgs are determined by several factors. The nature of the
cardiac rhythm, the anatomy and condition of the subject, respiratory ef-
fects, noise, and movements of the subject all have their influence. As could
be expected, the influences of the different parameters overlap. For ex-
ample, algorithms as discussed in chapters 6 and 7 can compute the site of
origin of an arrhythmia from ecg characteristics but these results are influ-
enced by respiratory effects and body posture.

A method often used to determine the effect of one parameter is to at-
tempt to keep other parameters at stable values, average over parameters
that cannot be stabilized, and then to find the features of a mecg that are
specific for the parameter of interest. For example, qrs integral maps may
be compared to find the origin of a vt. Respiratory effects are reduced
by recording the maps in a similar respiratory phase. The qrs interval is
determined by predefined criteria. The effect of noise may be made suffi-
ciently small by using high-quality recording equipment, integrating over
time, and averaging over several beats. The effect of the patient’s condi-
tion on the ecg may be reduced by comparing the ecg to those of a patient
in a similar condition (e.g. same infarct location). When the influence of
other variables has thus been sufficiently reduced it becomes clear that, for
example, the pattern of a qrs integral map is very specific for the site of ori-
gin, and mathematical analysis teaches that the qrs integral map can, with
a small error, be parameterized with only 2 parameters. This is discussed
in section 5.6.

5.2 Potential Maps

A bsm (“potential map”) is one sample (i.e. one column) from a mecg (see
figure 5.1). It represents the potential distribution on the body surface at a
certain instant. There are several measures of similarity between potential
maps in use, such as the summed difference, the rms error, and the correl-
ation coefficient.

If a potential map x, being represented by a set of numbers, is viewed
as a set of variates xi where i is the lead number, the most straightforward
way to compare two maps x and y is to compute the correlation coefficient,
also known as the parametric correlation coefficient, Pearson’s r, or Pearson’s
coefficient

r =

∑
(xi − x̄)(yi − ȳ)

√

(
∑
xi − x̄)2(

∑
yi − ȳ)2

(5.1)

where the summations are over all leads i, x̄ is the mean of all xi and ȳ is
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the mean of all yi. Because the mean value of a lead over a time interval is
meaningful in electrocardiography, it is customary not to subtract the mean
values x̄ and ȳ in (5.1) [100,263]. The electrocardiographic correlation coefficient
is thus defined as

ρ =

∑
xiyi

√∑
xi

2
∑
yi

2
(5.2)

where the summations are over all leads i. If each map is geometrically
interpreted as a vector in a multidimensional space, two maps can be com-
pared by the normalized inner product of the vectors, which is computation-
ally equivalent to the “electrocardiographic” correlation coefficient, ρ in
(5.2). Examples of maps and their mutual correlation coefficients are shown
in figure 5.2.

The electrocardiographic correlation coefficient is insensitive to the amp-
litudes (vector norms) of the maps it compares. This property renders it
useful for comparison of maps between subjects because the amplitude of
an ecg is highly variable between subjects and is assumed to provide little
information about the activation order.

5.3 Temporal Integration: Integral Maps

For the comparison of mecgs of different lengths it is first necessary to rep-
resent each of them in a way that makes the representations directly com-
parable. One method to achieve this is to integrate over the time interval
considered. This results in an array containing one element for each lead,
called an integral map. Integration is of course only useful if no relevant in-
formation is lost by lumping together of several potential maps. This is the
case for qrs and p-wave integral maps, which proved to be highly specific
for the site of origin or exit site of arrhythmias and paced beats because
they are more stable than the underlying potential maps [236].

Localization of arrhythmias is an important application of qrs and p-
wave integral maps (see section 6.5.1); qrst integral maps are used in the
diagnosis of repolarization disorders [1, 42, 44, 192, 193] (section 5.7).

Integral maps can be compared by the same methods as potential maps.
Measures such as the summed difference, rms error, and correlation coeffi-
cient, can be computed for pairs of integral maps. Examples of qrs integral
maps and their correlations are shown in figure 5.2.

5.4 Comparing Intervals

For two mecgs of equal length, the correlation coefficient can be computed
for each pair of instantaneous maps, and the resulting set of correlation
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(a) (b)

(c) (d)

a b c d

a 1 0 � 86 � 0 � 29 � 0 � 96

b 0 � 86 1 � 0 � 68 � 0 � 74

c � 0 � 29 � 0 � 68 1 0 � 15

d � 0 � 96 � 0 � 74 0 � 15 1

Figure 5.2: Four QRS integral maps and a table of their mutual correlations.
The correlation between similar patterns is near 1; visually opposite patterns have
correlation near −1.

coefficients may be plotted as a correlation curve, which gives an impression
of the development of the similarity of two recordings over time. Correl-
ation curves have been applied for the localization of anterogradely con-
ducting atrioventricular pathways in patients with wpw syndrome [54,176],
and to determine the accuracy of body surface mapping by observing the
differences between mecgs generated by pacing at closely separated sites
[76, 176]. Examples are shown in chapter 6 (page 115).

Another method to compare two mecgs of equal length is the “tbsm

correlation:” Each mecg is considered as a vector and the normalized dot
product of the two vectors is computed. This method is illustrated together
with the correlation curve in section 6.5.3.

5.5 Spatial Integration

Pure integration of mecgs over space, analogous to the temporal integra-
tion discussed in section 5.3, is not a common operation in electrocardi-
ography. Weighted linear and nonlinear combinations of leads are, how-
ever, quite common. Examples are 1) the “augmented” Einthoven leads, 2)
the orthogonal Frank leads [69] (see section 1.2), 3) the sa signal (the sum
of the absolute values of all channels, section 6.2), 4) the vector amplitude,
consisting of the root-summed-square value of all channels, and 5) signals
corresponding to “eigenmaps” resulting from a kl transformation of a mecg

(section 5.6). The rationale for making combined leads varies. In case of the
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augmented Einthoven leads, the original motivation was to obtain larger
potentials, while the sa signal and vector amplitude are used to summarize
information from a large number of leads.

5.6 KL Transformation

Multichannel ecg data are redundant: each lead or sample of a mecg can
be predicted to a certain degree from other leads or other samples, and the
accuracy of the prediction increases when the spatial or temporal resolution
of the electrode grid increases.

For presentation of body surface maps, this redundancy is not a prob-
lem. In fact, display software often increases the redundancy by interpolat-
ing the data between grid points to provide a smooth image, which is more
agreeable than an image of the raw data. In case of the surface ecg, smooth-
ing can be done by minimizing the surface Laplacian, since the Laplacian
of the potential distribution is small (zero on the surface of a homogeneous
torso that does not contain current sources or sinks). This kind of interpol-
ation is used by our group for the display of body surface maps.

For other purposes, redundancy reduction can be useful. A well-known
example is data compression for storage of large amounts of data. In addi-
tion, complicated analysis programs can be made more efficient by letting
them operate on a more compact version of the data. For data compression,
any compression algorithm can be used, whether it is designed specifically
for ecg data or not. However, general compression algorithms represent
the packed data in such a way that it cannot be easily used for any other
purpose than unpacking. They are therefore not suitable for efficiency im-
provement of analysis algorithms. Data compression as a purpose was dis-
cussed in chapter 2.

A data reduction method that is useful for various analysis purposes is
Karhunen-Loève (kl) transformation. This technique can be used for sets
of signals that are linearly dependent. We consider a mecg M as a set of S
signals with T samples. A sample of the mecg can be considered as a vector
~x, that is, a weighted sum of a set of basis vectors ~ni (1 ≤ i ≤ S):

~x =

S∑

i=1

ei~ni (5.3)

where ei = ~x·~ni are the weight coefficients. If the basis vectors ~ni constitute
the canonical basis

(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)
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the weight coefficients ei are simply the elements of the vector ~x. Other
choices can also be made for the basis vectors. It can be shown that if the
basis vectors are the eigenvectors ~ψi of the covariance matrix of the signal
set, in order of decreasing eigenvalue, the expectation value of the repres-
entation error ‖~x − ~xm‖2, where

~xm =

m∑

i=1

ci
~ψi ci = ~x · ~ψi (5.4)

is, for anym (1 ≤ m ≤ S), smaller than for any other choice of basis vectors.
Transformation by the matrix Ψ = [ψ1, . . . ψS] is called Karhunen-Loève
(kl) transformation. Determination of Ψ is also known as principal compon-
ent analysis. If, analogous to the electrocardiographic correlation coefficient
ρ (5.2), an “electrocardiographic covariance”

Cij =
1

T

T∑

t=1

MitMjt (5.5)

is used, principal component analysis is equivalent to singular value decom-
position, a technique that is frequently used for the solution of possibly over-
determined or underdetermined sets of linear equations [215].

If the S signals are all linear combinations ofN linearly independent sig-
nals, whereN ≤ S, the representation error ‖~x−~xm‖2 is zero forN ≤ m ≤ S.
In physiological measurements, this situation usually does not occur. Even
if the measured phenomenon were simple enough, measurement noise and
artifacts would make all signals slightly independent. In other words, all
eigenvalues of the covariance matrixCwould be nonzero. However, in case
of a mecg, the eigenvalues do become very small (figure 5.3). For many pur-
poses, a representation with only about ten signals suffices. In chapter 7, a
representation with only three elements is used for characterization of qrs

integral maps.

5.7 Nondipolar Content

The basis vectors ψi that result from principal components analysis have
the same dimensions as potential maps, i.e. samples from a mecg. They
can therefore be represented in the same way and are casually referred to
as “eigenmaps.” In figure 5.4, eigenmaps are presented that were derived
from the covariance of a large set of recordings from different subjects. Note
that the first three eigenmaps have smooth dipolar patterns, whereas the
others show increasing complexity. This phenomenon is observed for all
sets of eigenmaps derived from large patient data sets [161,211]. Abildskov
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0 5 10 15 20

0
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0.4
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Figure 5.3: Representation error for three different maps as a function of the num-
ber of KL coefficients used for the representation. With open circles, the represent-
ation error for a simple “dipolar” map pattern is indicated. Such patterns occur
as QRST integral maps in normal subjects and as QRS integral maps. The solid
dots indicate the error for a more complex pattern, while the squares are for a very
complex map, typically found in patients with some type of heart disease. The cor-
responding map patterns are shown in figure 5.5 on page 93. For the first two
maps, about 10 coefficients suffice to represent the pattern accurately. The third
map cannot be represented accurately even with 20 coefficients.

proposed to use this feature to quantify the “nondipolarity” of body surface
maps [1, 161].

If a normalized map ~x is expressed in terms of these basis vectors

~x =

S∑

i=1

ci
~ψi ci = ~x · ~ψi (5.6)

then we call the contribution of the first three vectors the “dipolar content,”
and the contribution of the others the “nondipolar content.” Mathematic-
ally, the nondipolar content N(~x) can be defined as

N(~x) = 1 −

3∑

i=1

(ci)
2 (5.7)

Nondipolar content correlates with the visual impression of nondipolarity
and with other diagnostic parameters [1, 42, 193, 211]. This is illustrated in
figure 5.5.
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Figure 5.4: The first six eigenvectors of the covariance of a large set of pooled
MECG data, shown as maps. The first three “eigenmaps” ψi have dipolar pat-
terns. The other maps, including the remaining 186 maps that are not shown, have
nondipolar patterns of increasing complexity.

(a) (b) (c)

Figure 5.5: Three QRST integral maps. (a) A dipolar map with nondipolar con-
tent N = 0.05. (b) A map that is nondipolar according to the traditional method
(N = 0.19) and only slightly nondipolar (Ns = 0.09) according to the shifting
method. (c) A map that is clearly nondipolar with N = Ns = 0.23.

In figure 5.6 (a), values of nondipolar content are given for maps that
were also classified visually as dipolar or nondipolar. Five groups of sub-
jects were considered: 1) 27 normal controls, all with visually dipolar map
patterns, 2) 9 patients suffering from primary electrical disease (ped) having
visually dipolar patterns, 3) 8 ped patients with visually multipolar map
patterns, 4) 53 patients with chronic infarction and visually dipolar map
patterns, and 5) 25 infarct patients with visually multipolar map patterns.

Although the mathematical nondipolar content relates well with the
visual nondipolarity, there is some overlap in values in figure 5.6 (a). One
cause of this overlap is the fact that nondipolar content is sensitive to shifts
in the map pattern while a human observer is not.

For better compatibility, nondipolar content was computed for left- and
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Figure 5.6: (a) Percentile graphs of nondipolar content for five groups of sub-
jects: normal controls (NOR) with dipolar map patterns; patients suffering from
primary electrical disease (PED), i.e. arrhythmia occurring without structural ab-
normalities of the heart with visually dipolar (d) or nondipolar (n) map patterns;
and patients with chronic myocardial infarction (MI), also subdivided in visually
dipolar and nondipolar map patterns. (b) Values of nondipolar content for the
same five groups as in panel (a) determined with the “shifting method.” With this
method, there is no overlap between visually dipolar and nondipolar patterns in the
PED group, and a reduced overlap in the MI group.

right-shifted maps as well, and the minimum value Ns was reported. The
results of this analysis are shown in figure 5.6 (b). It appears that Ns can sep-
arate patterns that were classified visually as dipolar or nondipolar com-
pletely in patients with structurally normal hearts (ped). However, com-
plete separation is not obtained for patients with previous myocardial in-
farction (mi), although the shifting method does reduce the overlap in this
group considerably.

The nondipolar content is used to estimate repolarization abnormalit-
ies [42] and for risk stratification in patients with primary electrical dis-
ease [193].

5.8 A Two-Dimensional Representation of Body

Surface Maps

If a map pattern has a low nondipolar content, it can be represented in
terms of the first three eigenmaps ψi (figure 5.4) with only a small error.
When this error is allowed, the map can thus be described with three coef-
ficients ci according to equation (5.6). It is usually assumed that the amp-
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5.8 A Two-Dimensional Representation of Body Surface Maps 95

litude of the map provides little or no information on some issues, such
as the location of the exit site of an arrhythmia. Thus only the pattern of
the map needs to be described, for example by specifying only c2/c1 and
c3/c1. Alternatively, the set (c1, c2, c3) may be considered as a vector in a
3-D space, and its direction may be specified by two angles, ignoring the
length of the vector. In either way, a 2-D representation of a map is ob-
tained.

Two-dimensional representations of maps are useful for various pur-
poses. They give a quick overview of the major characteristics of a set of
maps and allow a subdivision of the set. Another application is discussed in
chapters 6 and 7: qrs integral maps of ventricular paced beats and ventricu-
lar tachycardia are assumed to be determined by the endocardial pacing
site or the exit site. This is a 2-D parameter space. It proves to be possible
to devise a continuous and bijective mapping from this parameter space to
the 2-D truncated qrsi space. This mapping allows to predict the exit site or
pacing site accurately from the qrsi pattern. This method is possible due to
the low nondipolar content of qrs integral maps, which allows to represent
them in 2 dimensions with only a small error.
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Chapter 6

Detection, Classification,
and Localization of Ectopic
Ventricular Beats

This chapter discusses (literature on) automatic detection and classification

of QRS complexes, and localization of VT and VES by body surface map-

ping. The idea of an integrated automatic guidance system for catheter

ablation of ventricular arrhythmias is introduced. — Presented in part at

the NFSI symposium, September 2001 [199].

6.1 Introduction

6.1.1 Automated ECG analysis

The surface ecg can be used for localization of the exit site of cardiac ar-
rhythmias. In case of ventricular arrhythmias, such as vt or ventricular
extrasystoles (ves), this is done by inspection of the part of the ecg that
represents ventricular activation, the qrs complex (figure 6.1). For cardi-
ologists, it is in most cases a trivial matter to recognize a qrs complex in a
single ecg tracing, and it is a simple task to find its onset and offset (begin
and end) with moderate accuracy. Classification of the qrs complex is per-
formed by inspecting the sequence and relative amplitudes of positive and
negative peaks in the different leads.

For a computer algorithm, the tasks of qrs detection and especially
delineation are surprisingly difficult. Although a simple thresholding al-
gorithm is able to detect most qrs complexes in sinus rhythm in a record-
ing with a good signal-to-noise ratio (snr), the construction of a robust
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P
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Q
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Figure 6.1: Part of the nomenclature for electrocardiograms. Indicated are the
P wave, Q, R, and S peaks as well as the QRS complex and the T wave. The P wave
represents atrial depolarization, the QRS complex ventricular depolarization, and
the T wave ventricular repolarization. Atrial repolarization results in a very small
signal that is obscured by the QRS complex.

algorithm that detects and delineates all qrs complexes, either normal or
ectopic, is much more involved. On the other hand, computers can be
helpful in cases where humans encounter problems. In rapid ventricular
tachycardia (vt), it is often difficult to see the difference between qrs and
t wave in a single lead, while different leads seem to give contradictory
results. The problem can be solved by combining many leads, e.g. all leads
from a body surface map, and quantitatively analyzing the slope of the
leads [123]. Computers are much better equipped for these tasks than hu-
mans, and are capable of producing a signal that has different values in
qrs complexes and t waves of a rapid vt. For the final decision, however,
contextual information can be helpful, making human supervision prefer-
able. Therefore such arrhythmias can be most successfully analyzed if a
computer processes the data from many leads into one or a few signals that
can be interpreted by a human expert. An example is presented below in
section 6.2 on page 100.

Localization of exit sites by computer programs is done by entirely dif-
ferent criteria than those used by human experts. This is partly due to the
fact that some properties that are easily perceived by humans are hard to
express formally, a prerequisite for implementation in a computer program.
On the other hand, computers can accurately inspect relations between sig-
nals, such as the relative timing of peaks and relative amplitudes; this type
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of analysis is hard to perform for a human observer making use of ecg tra-
cings. Another reason for the different criteria is that computers are often
applied for the analysis of multilead ecgs, which, due to the size and re-
dundancy of the data, are characterized in a way different from standard
12-lead ecgs.

Detection of ectopic ventricular beats requires not only detection of qrs

complexes, i.e., recognizing the part of the signal that results from ventricu-
lar depolarization, but also classification as corresponding to an abnormal
activation sequence. These are partially related subjects because classifica-
tion can, in most cases, only be performed after detection and because they
are sometimes implemented in the same algorithm [55]. Implementation
in a single algorithm is theoretically advantageous because normal and ar-
rhythmic qrs complexes are characterized by different, possibly disjunct,
feature sets, which makes the tasks of detecting them all and subsequently
discriminating them relatively inefficient.

6.1.2 Automated arrhythmia monitoring in the
catheterization laboratory

Detection and classification of qrs complexes are important in automatic
patient monitoring, for example in the coronary care unit (ccu) [33, 168,
189, 283], during surgery [87], in automatic (implantable) defibrillators [33,
174], and for analysis of very long recordings, such as Holter recordings
[189, 231, 232] and continuous recordings made during electrophysiologic
study as described in chapter 4. This chapter focuses on a fifth application,
which is less covered in the existent literature: automatic analysis of record-
ings made during electrophysiologic study, especially during endocardial
catheter-mapping procedures for localization and radiofrequency ablation
of vt.

Body surface mapping (bsm) systems are used during catheter mapping
for accurate localization of vt exit sites and pacing sites [194]. Currently,
bsm systems used in this setting make a recording on demand, after which
the operator has to identify a qrs complex of interest as well as isoelectric
instants that can be used for removal of baseline drift and dc offset. A
computer algorithm then delineates the qrs complex [123], but the result
sometimes needs to be corrected by the operator. Provided with an accurate
qrs delineation, the computer can estimate the exit site of the complex [212,
236, 237].
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6.1.3 Outline of this chapter

Ideally, an automatic arrhythmia monitoring system should record continu-
ously, and detect, delineate, and localize qrs complexes of vt and paced
beats without any operator intervention. In section 6.2 to 6.5, an overview
is given of methods that can be used for these purposes. Section 6.2 is a re-
view of the literature on complex detection and delineation. The next step,
classification of complexes, is discussed in section 6.3. The overview ends
with sections 6.4 and 6.5, which provide a general discussion of arrhythmia-
localization methods.

Section 6.5 introduces the methods of localization that are used in this
thesis. Localization of vt using pacemap databases, the method that is used
by our research group, is introduced in sections 6.6 and 6.7. Specific prob-
lems of the traditional method of comparing maps using correlation coef-
ficients are also discussed. Section 6.8 introduces an improved method for
the estimation of distances between pacing sites, and the concept of relat-
ive localization. Finally, sections 6.9 and 6.10 introduce the new continuous
localization method, which is discussed more comprehensively in chapters
7 and 8.

6.2 QRS Detection and Delineation

6.2.1 Literature overview

Qrs detection is a popular and long-lasting topic in the signal-processing
and biomedical engineering literature. Several trends in signal-processing
methods can be recognized. For example, syntactic algorithms, popular in
the 1960s and 1970s, and wavelet transforms, popular in the 1990s, were
applied to the problem of qrs detection and delineation [2, 39, 120, 145, 259,
283]. Most published algorithms are aimed at long records, often to be
analyzed in real-time, of single lead electrocardiograms.

The success of a qrs detection or delineation algorithm depends on
the quality of the recording and the selected lead(s). When comparing al-
gorithms, it is therefore necessary to use the same data to evaluate their
performance. For this purpose, annotated ecg databases were developed.
They consist of several long recordings, annotated by experienced cardiolo-
gists with wave or complex types (p, qrs, t), classes (normal, vt, etc.) and
sometimes onsets and offsets of waves or complexes. Unfortunately, differ-
ent authors tested their algorithms on different databases; therefore there is
still some uncertainty in the comparison. Some well-known databases are:

• The cse database, produced by the Common Standards for Quant-
itative Electrocardiography project (cse). This database contains re-
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cordings with relatively good snr [273, 274]. These 250 recordings
contain a total of approximately 1.6 · 104 beats, sampled at 500 Hz.

• The mit-bih database, which contains approximately 105 beats, sampled
at 360 Hz [87, 105].

• The American Heart Association (aha) ecg database, which contains
approximately 1.5 · 105 beats sampled at 250 Hz [255].

In contrast to the cse database, the latter two databases contain “real-life”
data, including very noisy records, which makes them more suitable for
robustness tests. All databases are annotated by expert reviewers.

syntactic algorithms Perhaps the oldest class of qrs-detection algorithms
is the class of syntactic algorithms. In the 1960s, computers had become
powerful enough to allow programming in high-level languages, i.e., pro-
gramming languages with abstraction levels higher than single machine
instructions. In contrast to human language, programming languages, be-
ing completely and formally specified, can be interpreted by computer pro-
grams [66]. Algorithms to perform this task are termed syntactic algorithms,
or parsers. There has been much interest in this topic, perhaps due to the
prospect of interpreting human language by computer, and consequently
attempts have been made to use parsers also for some kinds of signal pro-
cessing, notably speech recognition and ecg analysis.

An important characteristic of parsers is that they have to be fed with a
limited set of elementary language parts, which are known as tokens [144].
In ecg analysis, tokens might be signal samples. However, in a typical
signal recorded with 12-bits accuracy there would be 4096 tokens, presen-
ted to the parser in long sequences, and thus a great number of parsing
rules would be needed to reduce them to the level of “p wave” or “qrs

complex.” A reduction of both the token set and the sequence length was
obtained by the aztec algorithm, which encodes a single-channel ecg in
terms of straight line segments [38]. This and similar algorithms were used
with some success for qrs detection and classification [39, 262, 283]. An-
other reduction of the token set was reported by Belforte et al. [20] who
used variable-width peaks characterized by height classes as tokens; only
three tokens were needed for qrs detection. Recent syntactic methods use
attribute grammars, i.e., grammars for tokens with one or more properties
(“attributes”) whose values are taken into account by the parser [71]. This
reduces the required number of tokens and parsing rules. Syntactic meth-
ods have been shown to be capable also of accurately determining onset
and offset of qrs, p wave, and t wave [259] in cse database records.
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Syntactic algorithms may be considered promising, but more work is
needed to obtain the same accuracy as some simpler algorithms [273]. A
rationale for using syntactic algorithms is that syntactic reasoning is also
used by human experts analyzing an ecg [20]. Rules like “a sinus beat con-
sists of a p wave followed in about 150 ms by a normal qrs complex” are
useful to obtain a macroscopic understanding of an ecg, and may also be
used to infer the type of an ambiguous wave. However, most syntactic al-
gorithms reported in the literature apply rules at a lower level, in order to
assemble waves from short lines or mere samples [39, 259, 262, 283]. Mac-
roscopic rules are generally applied in a more recent method: the hidden
Markov model (hmm).

hidden Markov models A method related to syntactic algorithms is the
hidden Markov model (hmm) [36, 137, 216, 257]. With this approach, the ecg

is assumed to be the output of a hidden point process. The qualification
“hidden” implies that the process is not observed directly, but through a
probabilistic relationship. The hidden process is at any time in one of a fi-
nite set of states. States might correspond to features like a qrs complex or
p wave. For each state, there is a probability function defined which spe-
cifies the likelihood of all possible outputs if the system is in this state. In
addition, for each state there are probabilities defined for moving to other
states or remaining in the current state. The process is called a Markov pro-
cess if the transition probabilities depend only on the current state and the
new state, i.e., not on previous states. Commonly, the transition probabilit-
ies have fixed values.

Decomposition of an ecg signal is done by determining the state se-
quence that is most likely to underly the signal, given a set of transition
probabilities and output functions. The characterization and delineation of
the ecg parts follow from the state sequence found to be the most probable.
The Markov property makes it possible to do this in a number of steps that
is linearly, rather than exponentially, dependent on the number of states
and length of the signal.

Evaluation of detection and delineation accuracy of these methods with
a public ecg database has not yet been reported.

thresholding algorithms The most widely applied algorithms are those
based on peak searching in a suitably processed ecg signal. These algorithms
have several elements in common: 1) a low-pass filter for noise suppres-
sion, 2) a high-pass filter for removal of baseline drift, 3) a differentiator
for enhancement of the qrs complex (which is characterized by high slope
values), 4) computation of an “energy signal” by squaring and moving-
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average filtering [147, 255], and 5) simple or adaptive thresholding, includ-
ing refractory-period blanking and backsearching [87]. Ligtenberg and Kunt
describe an algorithm for detection only, of this type [147]. This algorithm
also works for abnormal beats and is not sensitive to baseline offset. It was
reported to be highly accurate with an error rate of only 0.2 %. However, the
testing data set was limited, consisting of only 1172 complexes from three
patients, and no public database was used. Pan and Tompkins [189] de-
scribed a similar method which differs only in the design of the band-pass
filter and the threshold computation. They report an error rate of 0.68 %
on the mit-bih database. Hamilton and Tompkins [87] improved the al-
gorithm and achieved 0.54 % error (0.23 % false positives and 0.31 % false
negatives) on the mit-bih database.

The cse database was used, immediately after its creation, for a com-
parison of 11 commercial and non-commercial algorithms for delineation
of p waves, qrs complexes, and t waves [273]. This study showed that
some algorithms estimated qrs onset and offset deviating less than 5 ms
from the timings established by a group of reviewers, in relatively “clean”
recordings. Falsely detected complexes are not reported.

Especially for analysis of continuous recordings, sensitivity to noise and
baseline wander is an important issue. Friesen et al. compared the noise
sensitivities of nine algorithms for detection and determination of qrs onset
using single-lead ecgs contaminated with artificial noise of several types
[70]. Although the ranking depends on the type of noise presented, it may
be concluded that “digital-filter” type algorithms (simplified energy-signal
type algorithms) perform best, and that 100 % accuracy, i.e. detection of all
qrs complexes and no false positives, is attainable with several algorithms
for realistic noise levels. Descriptions of the algorithms are included, which
makes their paper suitable as a cookbook. These authors did not evaluate
delineation accuracy.

Suppappola and Sun [255] compared two earlier algorithms [87, 185] to
their own. They tested on the aha ecg database (see page 101). Of these,
the Hamilton–Tompkins algorithm [87] performs best with 1.9 % false pos-
itives and 2.0 % false negatives. This performance is less accurate than that
reported by Hamilton and Tompkins themselves, who tested on the mit-

bih database [87]. The results are also less accurate than those reported by
Friesen et al. [70]. This is not surprising since the latter authors used only
a short recording from a normal subject, contaminated with artificial noise,
while most other authors tested on one of the public ecg databases which
contain real patient data.

Many thresholding algorithms depend on peak detection. Todd et al.
recently developed a formal definition of a peak and an algorithm for peak
detection that is somewhat robust to baseline drift and artifacts [258].
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other methods Artificial neural networks (ann) are used for adaptive
template matching, noise management, and classification of beats [105,281].
Hu et al. reported testing on the mit-bih database (see page 101). The
qrs-detection error for a relatively noisy record of the database was only
0.2 %. Two other methods were tested and they showed error rates above
2 % [105]. Hamilton and Tompkins earlier reported 3 % error for this par-
ticular record [87].

Recently, more complicated methods were developed that are still ulti-
mately based on the work of Pan, Hamilton and Tompkins [87,189]. Li et al.
[145] use wavelet transforms and complicated decision rules for threshold-
ing in combination with the well-known blanking and backsearching strategy
[87]. Afonso et al. [2] adapted the Hamilton–Tompkins method [87] by first
decomposing the ecg in several frequency bands, combining these to sig-
nals, and using these in decision rules for qrs detection. With 0.8 % error on
the mit-bih database, the results are not as good as those reported earlier
by Hamilton and Tompkins [87].

6.2.2 Multilead electrocardiograms

Relatively little has been published on qrs detection in multilead electro-
cardiograms. The availability of leads on all sides of the thorax may facilit-
ate detection of ectopic beats. On the other hand, multilead algorithms are
generally used for more difficult tasks. If qrs delineation is to be used for
automatic localization of vt, it has to be able to find qrs complexes in vt,
or even polymorphic vt (pvt), which is a difficult task even for a human
expert.

Kemmelings et al. described a qrs-detection and delineation algorithm
for use with 64-lead surface ecg recordings [123]. It was created primarily
to find and delineate qrs complexes in rapid vt. A later implementation
by Linnenbank allows the user to select a qrs complex, and does only de-
lineation. This implementation is used in the map

lab package [207, 208, 210]
(chapter 10). These algorithms are based on three signals, derived from a
multichannel ecg recording:

SA the sum of the absolute values of all channels. It can be shown that this
signal has the same characteristics as the better-known vector amp-
litude (R): the square root of the sum of the squares of all channels.
The sa signal, however, is computationally cheaper to an extent that
was important at the time Kemmelings and Linnenbank created their
algorithms [123, 210]. In addition, the sa signal is less sensitive to
large baseline offsets. This property is important since the sa signal
is used in Kemmelings’ algorithm without prior baseline correction.
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Like R, this signal generally has a large peak in the qrs complex, and
smaller peaks in the t wave and p wave.

SAD the sum of the absolute values of the first derivatives of all channels.
This signal has a number of sharp peaks in the qrs complex. For
sinus rhythm these peaks are concentrated in the middle of the qrs

complex, while in ectopic beats (ventricularly paced beats and vt)
they are more dispersed.

DDSA the second derivative of the sum of the absolute values of all chan-
nels. This signal has several peaks in the qrs complex, some of which
coincide with the onset and offset of the qrs complex. This signal is
very sensitive to noise. However, the implicit low-pass filtering due
to the definition employed by Kemmelings [123],

DDSA(t) = SA(t + 8) − 2SA(t) + SA(t− 8)

where t is in milliseconds, works very well even in relatively noisy
recordings.

In the map
lab package [207–209], these leads are not only used in the qrs-

detection algorithm but can also be visualized directly, together with the
original signals, as “special channels” (chapter 10). Examples of the signals
sa, sad, ddsa, R, and the Ligtenberg-Kunt “energy signal” ELK for a ves, a
sinus beat, and vt are shown together with precordial lead V3 in figure 6.2.

In sinus rhythm, as well as in relatively slow arrhythmias, the qrs onset
and offset are often determined as the first/last instants where the signal
exceeds a given limit, such as 0.2 mV. When body surface mapping is used,
the first and last instants where any signal exceeds the limit may be used
instead [236].

In vt, however, it can happen that the signal exceeds the limit during
the entire qrst interval. A simple solution is to determine the lowest point
between the assumed qrs complex and t wave. A more elaborate and per-
haps more accurate approach, created specifically for body surface map
data, was presented by Sun et al. [254]. This algorithm finds the instants
where the global extrema of the map, whose positions change only gradu-
ally during the qrs interval, appear and disappear. The algorithm needs
prior qrs detection and baseline correction. Results on (presumably) sinus
rhythm show sd errors of 2 and 4 ms in the qrs onset and offset detection,
respectively. Although results on vt were not reported, this is a potentially
very accurate technique for the analysis of vt recordings.
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extra sinus VT

V3

SA

SAD

DDSA

R

                      

ELK

Figure 6.2: Lead V3, SumAbs (SA) signal, SumAbsDiff (SAD) signal, second
derivative of SumAbs (DDSA) signal, vector amplitude R, and the Ligtenberg–
Kunt energy signal ELK [147], of three different heart beats. On the left, the first
complex is a ventricular extrasystole, immediately followed by a normal “sinus”
beat. A separate interval of ventricular tachycardia (VT), from a different patient,
is shown on the right. Operator-determined QRS onsets and offsets are indicated.
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6.2.3 Interaction with baseline correction

Many qrs-detection algorithms depend on some kind of baseline correction
for removal of non-physiologic dc offset and drift in the signal. Robust
detection algorithms usually include a simple baseline correction such as
subtraction of the mean value over some interval. For very accurate qrs

detection, a more accurate baseline correction is also necessary.

One method for accurate baseline correction is to indicate one or more
instants where the physiological signal is expected to be nearly zero, and
then to adapt the signal in such a way that it becomes zero at these instants.
Depending on the number of indicated zero points, this may be done by
zero-order (offset correction), first-order (linear trend correction), or higher-
order methods.

Instants where the signal should be zero can be found relative to the qrs

complex. Obviously, this method cannot be employed to correct the signal
before qrs detection. A solution for fully automatic systems is first to apply
a robust method for coarse qrs detection, then to correct the baseline, and
finally to delineate the qrs complex accurately.

6.2.4 Conclusions

Reported accuracies for the detection of normal qrs complexes in single-
channel electrocardiograms vary from 0.54 % to 4 % [87, 255]. An overview
paper using the cse database suggests that a zero error rate is attainable,
but this is not stated explicitly [273].

A detection system in the catheterization laboratory has two advant-
ages over most systems reported in the literature: it can make use of more
leads and the ecg quality is controlled by the medical personnel. We may
therefore expect the error rate in this situation to be relatively low. Detec-
tion of vt qrs complexes, our main target, is less certain since most authors
do not report on detection of arrhythmic complexes.

Onset and offset of the qrs complex during vt can be determined using
Kemmelings’ algorithm with about 20 ms standard deviation when com-
paring algorithm results with those of a human observer. The algorithm
results are therefore not always accurate enough for vt localization. In its
current implementation in online bsm software and in the map

lab package
the algorithm can be used for convenience: when an operator points at a
qrs complex, the algorithm gives initial estimates of the onset and offset,
which the operator operator may subsequently correct [154, 208]. Higher
accuracies were reported by Sun et al. for normal beats using multilead ecg

data [254], but their method has not yet been tested on vt recordings.

In conclusion, results reported in the literature show that automatic de-
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tection and delineation of vt qrs complexes are possible and can be used
either under human supervision, or for tasks that allow a certain error rate,
such as the detection of many paced complexes reported in chapter 4. In
addition, results suggest that the creation of an unsupervised system for
qrs detection and delineation, accurate enough for vt localization and sub-
sequent catheter guidance, is also possible. However, to date such a system
has not been reported.

6.3 QRS Classification

Automated ecg-based classification of heart beats has been investigated for
several decades, but the problem has still not been solved well enough for
most purposes. Although a gold standard is usually not available, it is
believed that computer algorithms for this purpose perform considerably
less accurate than human experts. An overview of the literature on this
subject is presented here.

template matching qrs complexes can be classified by comparing them
to a set of examples representing the classes. In the time domain, template
matching is used. This entails selection of ecg fragments of limited length,
and estimating the correlation with a given template signal. When the cor-
relation exceeds a limit, the template is said to match, and a complex of
the template’s class is found. If onset and offset values were assigned to
the template, which can be done manually by a cardiologist, this process
performs implicit qrs onset and offset determination.

Template matching with a single template is done for the purpose of
signal alignment. Alignment of complexes is a prerequisite for signal aver-
aging where normal beats are be extracted from a record of several minutes
length [25, 169], and for other analyses where many complexes of the same
kind are to be located or extracted for analysis of subtle differences, such as
heart-rate variability and “alternans” [223, 243].

Template matching with multiple templates can be done to recognize
normal and arrhythmic beats, for example to summarize Holter recordings.
This kind of template matching was performed with nonlinear, rather than
linear, methods of comparison [65].

neural networks A promising range of techniques for classification is
formed by artificial neural networks (ann) [34, 35, 43, 55, 65, 105, 152, 153,
174, 268]. Several network architectures and variants have been applied to
several classification problems.
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Linnenbank et al. applied neural networks for localization of ectopic
ventricular beats by the classification of vt qrs integral maps [152, 153].
The vast majority of papers deals with single-channel or few-channel re-
cordings and pattern recognition in the time domain, rather than the spatial
domain.

The most obvious way to apply an ann to a single lead is first to de-
tect the qrs complex, and then to feed the values of N samples around the
onset or the peak of the complex to the N inputs of a perceptron (see fig-
ure 6.3). For a complete discussion, see a textbook on neural networks such
as Rumelhart and Zipser [226] or the original work by Rosenblatt [224]. The
outputs of the perceptron correspond to the classes to be distinguished. The
optimal parameters of the network (such as the number of layers and the
number of neurons in each layer) depend on the problem involved, and
can be determined experimentally. Hu et al. [105] reported qrs detection
and classification of normal heart beats and 12 arrhythmia types using two-
layer perceptrons. With a separate network for normal/abnormal discrim-
ination, 84.5 % correct classifications was obtained. If normal beats were to
be identified by the same network as all classes of abnormal beats, the clas-
sification rate was only 65 %. The networks used 51 samples, centred on the
database fiducial points, as input; the sampling rate (mit-bih database, see
page 101) was 360 Hz.

As with the syntactic methods and hidden Markov models discussed
above, there is again a similarity between ecg analysis and speech recog-
nition in the field of neural networks. Particularly several kinds of delay-
based neural networks have been reported as methods for both kinds of
signal analysis [35, 43, 55, 65, 268].

Several papers deal with the identification of arrhythmias, usually vt

and vf, in continuous recordings. Clayton and coworkers applied two
neural networks to the problem of discriminating vf from vf-like signals,
such as resulting from bad electrode contact [34]. These authors compared
the performance of the two networks to those of 4 other algorithms. Among
these, the neural network had the best sensitivity (84 %), but not the best
specificity: 59 %, versus 93 % for the most specific algorithm, which on the
other hand had a poor sensitivity of 53 %.

general nonlinear mapping An overview of nonlinear mapping and clas-
sification methods, including neural networks, that may be applicable to
several ecg-related problems is given by Maglaveras et al. [167]. The same
authors report classification of st-segment abnormalities using nonlinear
mapping and neural-networks based shrinking classification, as well as dis-
crimination between normal and premature ventricular beats using bidirec-
tional associative memories (bam) [164]. Another study by the same group
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Figure 6.3: An artificial neural network consisting of seven neurons. An artificial
neuron computes a weighted sum of its inputs and “fires” if the sum exceeds a
threshold. The network learns by adapting the weights wij. A network is called a
“perceptron” if it is subdivided into layers, where neurons only connect to neurons
in the next layer. Generally, there are n(n − 1) connections possible between n
neurons. The subdivision into layers reduces the number of allowed connections,
and more importantly, it enables (supervised) learning by backpropagation. The
depicted network is a three-layer perceptron. The input layer consists of neurons
1 and 2, the hidden layer of neurons 3–5, and the output layer of neurons 6 and 7.
Due to the subdivision into layers, the depicted network has only 12 of the 42 pos-
sible connections; in other words, only 12 of the weights wij can be nonzero.

describes ischaemia detection using an adaptive backpropagation neural
network [168]. A method that may be applicable to many purposes, nonlin-
ear principal components analysis (nlpca), is employed by Stamkopoulos
et al. [253] for ischaemia detection.

6.3.1 Conclusions

A system for unsupervised detection and localization of ventricular beats
during electrophysiologic study prior to catheter ablation of vt requires ac-
curate classification of ventricular versus non-ventricular beats. The system
should not annoy the operators with many “false alarms,” which means
that detection of ventricular beats should be specific. On the other hand,
high sensitivity may be necessary if arrhythmias must be analyzed that are
hard to induce, or are badly tolerated by the patient. The results obtained
with single-lead electrocardiograms [174], and the general observation that
multilead ecgs increase accuracy of analysis, suggest that detection with
99 to 100 % sensitivity and specificity is attainable. However, a system that
performs this specific task has not yet been reported.
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6.4 Localization of Arrhythmias: An Overview

Once a p wave or qrs complex has been selected, identified as arrhythmic,
and accurately delineated, the site of origin can be determined from the
morphology of the signal. There are many methods by which a computer
can determine the site of origin of a complex from the surface ecg. These
methods may be globally categorized as follows:

solutions of the inverse problem The so-called “inverse problem of elec-
trocardiography” is the computation of epicardial or even endocar-
dial potentials from the body surface potentials. By applying these
methods to the qrs potentials one can observe the spreading of the
activation front, which is characterized by a large gradient, and thus
find the site of origin of a heart beat. It is now possible to compute
the epicardial potential distribution with satisfactory accuracy if the
cardiac and torso geometry of the subject are known, e.g. from an mri

scan [77, 108, 113, 187]. Even without accurate knowledge of the indi-
vidual geometry, activation patterns can be determined [218]. How-
ever, the problem is in principle ill-posed: there is always an infinite
number of solutions from which the most likely one must be selected.
This requires assumptions about the solution, such as the assumption
of a single activation wave. Notwithstanding its importance, this cat-
egory will not be discussed here in further detail. Reviews on this
subject were published, for example, by Van Oosterom [186], Gulra-
jani [83, 84], and Smith [244].

simulation Using a model of the heart that simulates the intracardial ac-
tivation, embedded in a volume-conductor model of the thorax, it is
possible to estimate the body surface potentials corresponding to a
given activation sequence [142, 158, 173, 217]. This is known as the
“forward problem of electrocardiography.” If activation propagation
is also modelled, it is possible to compute the surface potentials that
result from activation originating from a given focus. By repeating
this procedure for several foci, one can estimate the location of the fo-
cus corresponding to a given set of body surface potential maps [104].
It is then important to know how these body surface maps should
be compared, that is, what features of the multichannel ecg (mecg)
are characteristic of the focus. For example, the 40-ms map [90], the
initial minimum position [121], and the qrs integral map [236, 237]
are used for localization of vt exit sites, delta-wave maps for local-
ization of accessory pathways in Wolff–Parkinson–White (wpw) syn-
drome [54, 180], and p-wave integral maps for localization of atrial
arrhythmias [234, 238, 240].
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empirical methods A relatively simple and clinically practical method for
localization is to link the mecg pattern directly to the site of origin.
By recording the body surface potentials corresponding to a known
focus, one may set up a database that maps the mecg to a location
[54, 236, 237]. A known focus is created by pacing with an endocar-
dial catheter at a known location. As with simulation methods, it is
important to know what features of a given mecg are to be compared
with the mecg patterns listed in the database. Because the number of
locations in a database is typically limited, it is also necessary to use
some kind of interpolation algorithm to obtain a precise estimate of
the location corresponding to a recorded mecg. This can be done by
a neural network that is trained with the database [152,153], or by an
approximate functional relationship between mecg and site of origin
(chapter 7) [200, 212]. Such a relationship can be verified using the
database

In the remainder of this chapter, as well as in chapters 7 and 8, empirical
methods for localization of vt exit sites are discussed. These methods are
all based on the use of qrs integral maps.

6.5 Empirical Methods of Localization

6.5.1 The QRS integral map

The qrs complex in the ecg (figure 6.1) represents the electrical activation
of the ventricles, and is therefore used to find the exit site of vt. For exit-
site localization using body surface mapping, the relation between exit site
and mecg has to be known. Sippens Groenewegen et al. established this re-
lation by pacing the heart at known locations with an endocardial catheter
inserted into the ventricle [235–237,242]. They showed that the qrs integral
map (qrsi), defined as the summation of the mecg over the qrs complex, is
highly specific for the pacing site (figure 6.4).

In order to minimize inter-patient variability, they grouped paced qrs

integral maps with similar patterns; to each group corresponds an endocar-
dial segment, defined by the pacing positions, and a mean map, computed as
the mean of the contributing qrs integral maps. The set of segments and
corresponding mean maps is referred to as a pace-map database. Using a
pace-map database, the exit site of a given qrsi is estimated by finding the
best-matching mean map in the database.

In these studies, qrs integral maps x and y were compared using the
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Figure 6.4: The database of 25 mean paced QRS integral maps obtained from the
structurally normal left ventricle [236]. The maps are represented in the format
introduced in figure 1.2 on page 16. Each map corresponds to a mean segment
position in a schematic diagram of the left ventricle (encircled numbers). The maps
are arranged in a way that approximates the corresponding positions in the left
ventricle.

electrocardiographic correlation coefficient (5.2):

ρ =

∑
xiyi

√∑
xi

2
∑
yi

2

where the summations are over all leads i. If the maps are considered geo-
metrically as vectors in a multidimensional space, the electrocardiographic
correlation coefficient is equivalent to the normalized inner product

ρ =
~x · ~y

‖~x‖ ‖~y‖ (6.1)

Instead of using ρ directly, one may compute the angle between the two
vectors as the inverse cosine of ρ, which may have a more linear relation
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to the distance between ectopic foci than the inner product itself. This is
evaluated in section 6.8.

An advantage of the geometrical interpretation is that it permits the for-
mulation of a continuous subspace of the signal space, that contains the qrs

integral maps. This leads to the continuous localization methods outlined
in section 6.10.

6.5.2 Early QRS patterns

If an exit site is determined with endocardial electrograms, the analysis
concentrates on the initial activation. This approach has also been tested
with multichannel surface ecgs. Examples are the position of the initial
minimum of a mecg [121], and the potential map at 40 ms after qrs onset
[90]. SippensGroenewegen and coworkers reported that the qrsi performs
better than these measures [236]. The superior performance of the qrsi

may be due to the noise reduction inherent with temporal averaging, and
to normal non-specific variability in the initial potential patterns observed
in the early part of the qrs complex (“initial pattern instability” [236]).

6.5.3 “TBSM correlation” and the correlation curve

For mecgs of equal length, a correlation can be computed between poten-
tial maps at each time instant. Plotting the correlations as a function of
time yields a correlation curve [54]. The information can be summarized in
a single number by computing the mean value of the correlation over all
time instants

ρm =
1

T

T∑

t=1

~xt · ~yt

‖~xt‖ ‖~yt‖
(6.2)

where T is the number of samples and ~xt,~yt are the samples at time t from
two mecgs.

Alternatively, the entire mecg can be interpreted as a vector, and the so-
called “total body surface map (tbsm) correlation” between mecgs ~X and ~Y

be computed as

ρt =
~X · ~Y

‖~X‖ ‖~Y‖
(6.3)

Note that ρm and ρt are generally not equal: using

~X · ~Y =

TN∑

i=1

XiYi =

T∑

t=1

N∑

n=1

xtn ytn =

T∑

t=1

~xt · ~yt (6.4)
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Figure 6.5: Examples of correlation curves between a QRS complex obtained by
pacing in left-ventricular (LV) segment 11 (figure 6.4 or figure 6.7) and three other
paced QRS complexes, which were all obtained from the same patient, by pacing
in LV segments 2, 13, and 22. In the table on the right, the distances between the
paired pacing sites as well as the ordinary correlation between QRSIs, ρ, the mean
correlation ρm, and the TBSM correlation ρt are given.

we have

‖~X‖ ‖~Y‖ ρt =

T∑

t=1

~xt · ~yt (6.5)

By comparison with (6.2) we see that the right-hand side of (6.5) cannot be
expressed in terms of ρm. Only if all ‖~xt‖ and ‖~yt‖ are normalized, the
two are equal. This can be seen by substituting ‖~xt‖ = ‖~yt‖ = 1, and
consequently ‖~X‖ = ‖~Y‖ =

√
T , in (6.5), and dividing by T , which yields

ρt =
1

T

T∑

t=1

~xt · ~yt = ρm

Some examples of correlation curves and the corresponding values of
ρm and ρt are shown in figure 6.5. Applications of the tbsm correlation are
discussed in section 6.7.

6.6 Correlation in the Left Ventricle

The pace-mapping database created by SippensGroenewegen et al. for the
structurally normal left ventricle, the “nlv database,” consists of 25 endo-
cardial segments (figure 6.4), created from a total of 99 pace maps obtained
from 8 patients [236]. The nlv database has been presented in a polar dia-
gram, illustrated in figures 6.6 and 6.7. The other two databases they cre-
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Figure 6.6: Schematic anatomic diagram (left) [32, 119] and polar projection of
the left ventricle (right) [236]. The polar projection can best be understood by ima-
gining that one is looking at the ventricle from apex to base. This corresponds
approximately to a left anterior oblique (LAO) view of the left ventricle. The cir-
cumference of the diagram represents the mitral valve ring (MVR); the position
of the aortic valve ring (AVR) is also indicated. The positions of the anterior and
posterior papillary muscles (APM and PPM) and endocardial quadrants (septum,
anterior, lateral, and posterior) are indicated in both diagrams.

ated for the left ventricle, i.e., those for patients with previous infarction,
are discussed in the context of continuous localization in chapter 8.

In figure 6.8, correlations between selected mean maps and all other
mean maps of the nlv database are shown graphically. To facilitate inter-
pretation, the data in this figure were interpolated over the diagram be-
tween the mean segment positions. Extrapolation to the borders of the
diagram was achieved by adding data points at the border which were as-
signed values determined by nearest neighbour interpolation. Data were
then interpolated and smoothed by bicubic spline interpolation, and iso-
correlation lines were computed from the smoothed data.

Correlations between segment mean maps range from −0.98 to +0.96.
For each segment, approximately three quarters of the endocardial surface
have low correlations, ranging from −0.98 to +0.50. The smooth monopolar
patterns shown in figure 6.8 are representative for the entire database. Two
minor deviations can be discerned, however. They are illustrated in fig-
ure 6.9 and figure 6.10.

In figure 6.9 the correlations with segment 25, in the vicinity of seg-
ments 6 and 10, are depicted. Segment 10 correlates better with segment 25

than segment 6, although segment 6 is closer to segment 25. This may be
due to the elongated shape of segment 10 (figure 6.7) [236]. This segment
consists of three pace maps, two of which are located between segments
6 and 25, while the third is situated near the aortic valve ring (avr). The
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Figure 6.7: Database segments and pacing positions of the QRSI database for
the structurally normal left ventricle [236], indicated in a left-ventricular polar
projection as explained in figure 6.6. Individual pacing positions are shown with
dots. Segments, created by grouping positions with similar QRSI patterns, are
indicated with white patches and labelled with encircled numbers.

mean position of the segment was estimated as the geometric middle of the
three pacing positions. A position more proximal to the first two pacing
positions would have agreed better to the data of segments 6 and 25.

Figure 6.10 shows that the high correlation of segment 12 to segments 18

and 19 suggests that its position should be more proximal to the latter
two. The explanation is the same as for segment 10 discussed above: seg-
ment 12 also consists of three pace maps, two of which are located between
segments 16 and 17 (figure 6.7), the third close to segment 13 [236]. The
mean position of the segment was again estimated by SippensGroenewe-
gen et al. as the geometric middle of these three pacing positions, while a
position near the first two would have been in better agreement with the
data from neighbouring segments.
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Figure 6.8: Correlations of selected database mean maps in the normal left vent-
ricle. In each of the 4 diagrams, the correlation of one database mean map M with
all other mean maps in the database is shown graphically with greyshade coding
and iso-correlation lines. The position corresponding to M is indicated with a dot
and its segment number is indicated. Iso-correlation lines are drawn for correlation
values of 0.5, 0.6, . . . , 0.9. All correlations below 0.5 are indicated with a single
shade.

6.7 Correlation in the Right Ventricle

The pace-mapping database created by SippensGroenewegen et al. for the
structurally normal right ventricle (nrv), further referred to as “the nrv

database,” consists of 13 segments and corresponding segment mean maps,
as illustrated in figure 6.11. The nrv database was created from a total of
83 pace maps obtained from six patients [236]. The positions of the pace
maps and extent of the database segments are shown in figure 6.13 using a
right-ventricular polar diagram, as illustrated in figure 6.12.

Correlations between segment mean maps of the nrv database range
from −0.40 to +0.97, a smaller interval than in the nlv database (−0.98 to
0.96) [236]. In figure 6.14, correlations between selected mean maps and all
other mean maps of the right-ventricular database are shown graphically.
When comparing these results to the data shown in figure 6.8, it is also clear
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Figure 6.9: Correlation with segment 25 in the normal left ventricle. The posi-
tions of segments 6 and 10 appear to be interchanged. The correlation distribution
of segment 25 is used to illustrate this. The correlation with segment 6 is 0.83.
Although segment 10 is located further away from segment 25, its correlation
is higher (0.86). This results in a local maximum in the correlation distribution
around segment 10. The positions of segments 6, 10, and 25 are indicated with
dots. Iso-correlation lines are drawn for correlation values of 0.80, 0.82, . . . , 0.98.
All correlations below 0.8 are indicated with a single shade.

that the inter-segment correlations occupy a smaller range than for the nlv

database. While approximately three quarters of the left-ventricular endo-
cardium are covered by the darkest colour, i.e., have correlations lower than
+0.5, this area is only approximately one quarter of the right-ventricular
endocardium for the nrv database (figure 6.8). This difference cannot be
explained from differences in lv and rv area; on the contrary, the rv en-
docardium has a larger area than the lv endocardium. Our conclusion is,
therefore, that the localizing sensitivity of the qrsi is lower in the rv than
in the lv. This may be due to the relatively thin wall of the rv, which, with
its small muscular mass, contributes relatively little to the surface ecg.

In addition, figure 6.14 demonstrates that there are two distant areas,
the anterior side of the lateral wall (segment 9) and the anterior side of the
interventricular septum (segment 13), which have a higher qrsi correlation
with each other than with areas in between, such as the apex and the an-
terior wall [236].
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Figure 6.10: This figure illustrates the non-conformant position of segment 12 in
the NLV database. Correlations with segment 18 (left panel) and segment 19 (right
panel) are depicted. The higher correlation values around segment 12 suggest that
it should lie closer to segments 18 and 19. Note that the (cubic) interpolation
algorithm predicts a higher correlation in the area next to the mean position of seg-
ment 12, than the correlation of the segment mean map itself. In both diagrams,
the positions of segments 12, 18, and 19 are indicated with black dots. The posi-
tions of the other segments are indicated with open circles. Iso-correlation lines are
drawn for correlation values of 0.50, 0.55, . . . , 0.95. All correlations below 0.50

are indicated with a single shade.

An explanation for this phenomenon is that the thin lateral wall of the
right ventricle has a very small contribution to the qrsi pattern. Activa-
tion starting in the lateral wall will spread towards the septum and activate
the relatively thick left-ventricular wall in approximately the same way as
septal activation would. The lateral wall activation itself, in addition to
generating less current, may look similar on the body surface to septal ac-
tivation originating in an opposed position.

Thus, other criteria than the qrsi alone are to be introduced to differenti-
ate between ectopic ventricular beats of septal and lateral origin. It appears
that the negative qrsi extreme can be used to discriminate between rv seg-
ments 9 and 13. Given the inter-patient differences in ecg amplitudes, it
is preferable to use the ratio of the positive and negative qrsi extrema in-
stead. The ratio q of the negative content and positive content of the map
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Figure 6.11: The database of 13 mean paced QRS integral maps obtained from the
structurally normal right ventricle [236]. The maps are represented in the format
introduced in figure 1.2 on page 16. Each map corresponds to a mean segment posi-
tion in the right ventricle (encircled numbers), represented in a schematic diagram.
The maps are arranged in a way that approximates the corresponding positions in
the ventricle.

was computed as

q =





∑

i∈{in}

vi
2

/

∑

i∈{ip}

vi
2





1/2

(6.6)

where vi are the elements of the qrsi, {in} are the indices of the elements
vi < 0 and {ip} are the indices of the elements vi > 0. The distribution of q
over the rv, which was estimated from the database maps and interpolated
(cubic), is shown in figure 6.15.
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Figure 6.12: Schematic anatomic diagram of the right ventricle (left) [119, 236]
and polar projection of the same (right) [236]. The polar projection can best be
understood by imagining that one is looking at the ventricle from apex to base.
The circumference of the diagram represents the tricuspid valve ring (TVR); the
wedge-shaped part on top is the right-ventricular outflow tract, which is shown in
an unwrapped format and ends in the pulmonary valve ring (PVR). The positions
of the apex and endocardial quadrants (septum, anterior, lateral, and posterior) are
indicated in both diagrams.

From this figure it appears that high q values are very specific for the
anterior septum of the rv; the value of 11.6 in segment 13 is much larger
than in the other segments. Intermediate values are found in the anterolat-
eral area, i.e., the area that also resembles segment 13 most in terms of qrsi

pattern. However, the difference in q value is large enough to differentiate
between the two. The negativity can therefore be used as an adjunct to the
correlation coefficient in order to discriminate between the regions around
segments 9 and 13.

The performance of q and the map minimum itself are compared in fig-
ure 6.16. It is apparent from this figure that there is considerable overlap
in minimum value between maps from segment 13 and maps from other
segments. There is almost no overlap in q values between maps from seg-
ment 13 and maps from other segments, although maps from segment 2

also have high q values.
Also shown in figure 6.16 are

• the correlations between all paced qrsis underlying the rv database
and the mean qrsi of segment 13, as well as

• the “tbsm correlations” (section 6.5.3) between a qrs complex ob-
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Figure 6.13: Database segments and pacing positions of the QRSI database for the
structurally normal right ventricle [236], indicated in a right-ventricular polar
projection as explained in figure 6.12. Individual pacing positions are shown with
dots. Segments, created by grouping positions with similar QRSI patterns, are
indicated with white patches and labelled with encircled numbers.

tained by pacing in segment 13 and all other paced qrs complexes
belonging to the database.

Instead of the correlation itself, its inverse cosine is shown; the rationale
for this conversion will be discussed in section 6.8. It appears that the qrsi

correlation can separate segment 13 completely, while the tbsm correlation
cannot.

page 123

25th July 2005 15:38



124 Chapter 6. Detection, Classification, and Localization

6

7

12

2
9

13

� 1.0 0.5 0.6 0.7 0.8 0.9 1.0

Figure 6.14: Correlations of selected database mean maps in the right ventricle.
In each of the 6 diagrams, the correlation of one database mean map M with all
other mean maps in the database is shown graphically, with greyshade coding and
iso-correlation lines. The position corresponding to M is shown with a dot, and its
segment number is indicated. Iso-correlation lines are drawn for correlation values
of 0.5, 0.6, . . . , 0.9. All correlations below 0.5 are represented with a single shade.
The upper three diagrams are examples of ‘normal’ cases, where the correlation
decreases with increasing distance from the map. The lower three diagrams show
problematic cases, where distant areas show larger correlations than more proximal
areas. The two most notable areas with high mutual correlations are the anterior
side of the lateral wall (segment 9) and the anterior side of the interventricular
septum (segment 13).
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Figure 6.15: Distribution of the QRSI negativity q (equation 6.6) over the right
ventricle, computed from the values of the individual pace maps. The dimensionless
quantity q ranges from 1.1 to 11.6 for mean segment positions, and from 1.0 to
11.8 for individual pace maps. Contours are drawn at unit intervals; in addition,
values are indicated with shades of grey. The positions of the data points (pacing
positions) are indicated with dots. The cross sign indicates the right-ventricular
apex.

6.8 Relative Localization: Distance Between Exit

Sites

The relation between (normalized) qrs integral map and location is a con-
tinuous one; that is, an infinitesimal change to a map always corresponds
to an infinitesimal change in location. Knowledge of this relation is useful
for diagnosis and pace mapping procedures, as it allows the estimation of
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Figure 6.16: Four measures to compare maps in segment 13 with segments in
the lateral wall: the minimum of the map, negativity q, correlation to the mean
map of segment 13, and TBSM correlation to a MECG from segment 13, respect-
ively. Each dot indicates the value for one pace map. A total of 80 pace maps
was analyzed. The negativity index separates segment 13 better from the free-wall
segments 8 and 9 than the minimum value itself and the two correlations, but
segment 2 also has a remarkably large negativity. Segments 3, 8, 9, and 10 also
have a high negativity, but not so high as to make them indistinguishable from
segment 13. Large negativity is not a characteristic of the entire septum: all maps
in segment 12 have a very small negativity, so that the boundary runs through the
middle of the septum as can be seen in figure 6.15. QRSI correlation and TBSM
correlation give comparable results, except that one of the maps from segment 13

has a relatively low TBSM correlation with the other maps in this segment. The
QRSIs of segment 13, in contrast, correlate very well. Instead of the correlation
itself, the inverse cosine of the correlation was shown, in order to make differences
at high correlation values more clear.
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distances between different exit sites of an arrhythmia, or between the exit
site of the target arrhythmia and a pacing position. In the following sec-
tions, the term “distance between exit sites” is sometimes used to denote
all such distances; also if pacing sites are involved.

6.8.1 A linear distance estimator

The traditional statistic to compare qrs integral maps is the electrocardi-
ographic correlation coefficient ρ (5.2). However, it is known that the re-
lation between distance and ρ is not linear. In particular, for short dis-
tances, highly similar ρ values are found (0.98–0.99) while values near −1

are found for the most distant sites. Sometimes correlation coefficients for
pairs of near sites has to be compared using tenths of percents, while large
distances are compared in terms of tens of percents. This means that the
software used for pace-mapping procedures must display correlation coef-
ficients with 3 or 4 digits of which the last one or two should often be ig-
nored. The nonlinearity between distance and ρ is also inconvenient be-
cause it is difficult to estimate the distance between exit sites from ρ values.

We assessed the relation between distance and correlation coefficient
for the pace maps in the nlv database. For each patient, on average 13 pace
maps are available (range 8–21) [236]. With n pace maps, 1

2
n(n − 1) dis-

tances and correlation coefficients can be computed. Obviously these are
not all independent. A total of 669 map pairs was analyzed. Distances
are straight-line distances in 3-D (for larger distances, these may differ con-
siderably from the distance along the wall). The correlations ρ between
the maps are plotted against the distance between the pacing positions in
figure 6.17. It is evident from this figure that there is a large spread in dis-
tances found for approximately the same correlation coefficient. This may
be expected, since it was shown before that the “electrocardiographic sens-
itivity” is not the same in all regions of the heart. In addition, each pacing
position is subject to a measurement error of up to 7 mm [88].

Mean and standard deviation of ρ were estimated as functions of the
distance by dividing data in intervals of 20 mm. Fisher’s z was computed
for the ρ values to obtain more normally distributed data. Mean µz and
standard deviation σz were estimated from the z values. Values of µz − σz,
µz, and µz + σz were transformed back to the ρ domain in order to make
appreciation of confidence intervals possible. This analysis was performed
for bins centred at 2, 4, . . . , 80 mm; the results are shown with lines in fig-
ure 6.17. The back-transformed value of σz itself was approximately con-
stant at a level of 0.55.

It is also evident from figure 6.17 that the relation between distance and
correlation is nonlinear. For distances up to 20 mm, the correlation coef-
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Figure 6.17: Correlation coefficient ρ of pairs of paced QRS integral maps (upper
panel) and inverse cosine α = arccos ρ (lower panel), each plotted as a function of
the distance d between the measured pacing positions. The distance was normal-
ized by dividing 3-D distances by the individual ventricular length and multiply-
ing them by a typical ventricular length of 80 mm. Data were taken from the 99

pace maps and corresponding pacing positions of the NLV database. Estimates of
mean ρ and mean α as well as their standard deviations, are indicated with curves
in the diagrams. One observes that the relation ρ(d) is a nonlinear function, resem-
bling a cosine on the interval [0, π]. Accordingly, the relation α(d) = arccos ρ(d)

is more linear. In both graphs, the value for identical maps (d = 0, ρ = 1, α = 0)
is indicated with a cross. On the right side of the lower plot, a scale for the quantity
s (equation (6.9) on page 130) is plotted.

page 128

25th July 2005 15:38



6.8 Relative Localization: Distance Between Exit Sites 129

ficient decreases very slowly, while it decreases rapidly and with a larger
spread for distances of about 40 mm. The relation between distance and
correlation resembles an inverse cosine rather than a straight line. This is
not surprising: the pace-mapping studies by SippensGroenewegen et al.
showed that qrs integral maps paced at opposite sides of the left ventricle
had opposite patterns [236, 237]. In the geometrical interpretation of qrs

integral maps, this means that the map vectors from such sites have oppos-
ite directions. Given the continuous relation between map pattern and exit
site, it may be expected that the angle between qrsi vectors (in the multidi-
mensional signal space) is linearly related to the spatial angle defined by a
central point somewhere in the lv cavity and the positions on the lv endo-
cardium, which is in turn, by a crude approximation, linearly related to the
distance. In that case, a linear relation exists between the distance and the
inverse cosine of the correlation coefficient,

α = arccos ρ (6.7)

The relation of α to the distance is depicted in the lower panel of figure 6.17.
Despite the large variation between patients and endocardial areas, it is
discernible from this plot that the relation between α and distance is ap-
proximately linear. Mean and standard deviation of α are shown with lines
in the same plot. The standard deviation is constant for distances above
20 mm and decreases for distances close to zero.

When the mean line in figure 6.17 is extrapolated to distance zero, it
crosses the vertical axis at a nonzero level. This offset can also be assessed
by fitting a straight line to the data. Using a least-squares fit, we find

α = 0.087 + 0.035 (rad/mm) d (6.8)

where d is the distance between pacing sites, in millimeters. The offset of
0.087 radians suggests that two qrsis paced at exactly the same location in
the same respiratory phase are not exactly the same. In order to exclude all
other variability, this was verified using series of beats paced at the same
site while the patient was holding his breath. Values of α were computed
for all possible pairs of maps from this series, yielding ᾱ = 0.07 ± 0.04

(mean ± standard deviation), which is well in agreement with the offset
value of 0.087 obtained above. The origin of this dissimilarity in maps is
not clear. If we assume that it results from white noise (random errors) in
the integral maps, adding noise to measured maps allows us to estimate
that the amplitude of the noise would have to be approximately 5 % of the
norm of the map, i.e., approximately 6 µVs. For the data used here, the
total noise level of a qrsi due to 3 µV measurement noise, and additional
noise due to baseline correction [154] is approximately 1 µVs. Physiological
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variability may therefore provide the largest contribution to the difference
although errors in qrs onset and offset detection may also play a role.

Due to its approximately linear relation with the distance between exit
sites, α is useful for presentation of map differences during catheterization
procedures. For convenience, α can be scaled; for example, the quantity

s =
α

π
· 80 mm (6.9)

is be approximately equal to, and linear with, the distance between exit
sites in the left ventricle. Therefore it would be a highly intuitive estimate
for the distance. Since 0 ≤ s ≤ 80, and sub-millimeter accuracy is neither
needed nor attainable, s can always be represented with two digits. The
constant 80 mm/πwas obtained from equation (6.8), ignoring the small off-
set.

6.8.2 Correlation between maps paced at short distances

The data presented in figure 6.17 have a broad distribution. This has at
least two causes: 1) errors of up to 7 mm are made in the determination of
individual pacing positions, leading to even larger errors for the distances
between pairs of positions, and 2) the relation between distance and correl-
ation varies in different regions of the heart. Both causes can be excluded
when pacing is performed with a single multi-electrode catheter, placed in
a stable position. Results from a pilot experiment of this kind are shown in
figure 6.18.

The data in figure 6.18 were obtained by unipolar pacing via all elec-
trodes of a decapolar catheter which was kept at a stable position in the
right ventricle. The interelectrode distance of this particular catheter was
2 mm. Since only one patient was involved and the pacing positions are
relatively close, there is less variability in these data than in those shown in
figure 6.17.

Using these data it is possible to demonstrate that ρ is not a linear func-
tion of the distance, while the linearity of α cannot be disproved. For each
distance between pairs of pacing positions, a mean value (referred to as yi)
and standard deviation (referred to as σi) were computed. A straight line
was fitted through the data points by minimizing

χ2 =

N∑

i=1

(

yi − (axi + b)

σi

)2

(6.10)

where xi is the distance, yi stands for either ρ or α, and the constants a
and b specify the line y = ax + b. For a “good” fit, χ2 should be smaller
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Figure 6.18: Correlation coefficient ρ of pairs of paced QRS integral maps (upper
panel) and inverse cosine α = arccos ρ (lower panel), each plotted as a function
of the known distance d between the measured pacing positions. Pacing was per-
formed via all electrodes of a single decapolar catheter with 2 mm interelectrode
spacing, which was kept in a stable position. Correlation with a map paced at the
first electrode was computed for each paced map. For every pacing electrode, the
mean correlation is shown with a dot; minimum and maximum are indicated with
T-shaped lines. Note that the relation ρ(d) is a nonlinear function. A straight-line
fit of these data has χ2 = 23.6, which can be considered as a bad fit given that there
are 10 data points and 2 fitting parameters. In addition, the deviations of the data
points with respect to the line are systematic: the first six points are located above
the line and the last three points below it. The relation α(d) is more linear with
χ2 = 9.7 and without systematic deviations.
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than the number of data points N minus the number of parameters [215],
i.e. χ2 ≈ 8. As shown in the figure, χ2 = 23.6 for ρ, indicating a bad fit; while
χ2 = 9.7 for α, indicating a reasonably good fit. The variability in the data is
caused primarily by respiration, and to a lesser extent by noise. This effect
can be reduced either by using only maps paced in a similar respiratory
phase, or by averaging over at least one complete respiratory cycle. For the
data shown in figure 6.18, the respiratory phase was unknown and there
were not always enough paced complexes available for averaging over a
complete cycle. This may have led to an underestimation of some of the σi

and bias in the averages yi.

For α, the line parameters were a = 0.058 and b = 0.048. Thus, com-
paring to equation (6.8), it seems that the offset was somewhat smaller and
the line steeper. However, the offset value lies in the range of 0.07 ± 0.04

obtained for pacing at a single site. The difference is probably not signific-
ant. Otherwise, the smaller offset may be due to the shorter interval over
which the maps were obtained (a few minutes in total, compared to a pace-
mapping session which may have taken several hours). The larger slope b
may be explained by the position of the catheter, which had its distal elec-
trode in the rv outflow tract and its proximal electrode in the rv lateral wall,
thereby covering an area with relatively high electrocardiographic sensitiv-
ity (figure 6.14 on page 124).

6.9 Interpolation

The pace-mapping databases created by SippensGroenewegen et al. [236,
237] and the data presented in section 6.8 suggest that there is a unique re-
lation between exit site and qrs integral map pattern. Since this relation
should also be continuous, i.e., any infinitesimal change in map results in
an infinitesimal change in pattern, it follows that localization is in prin-
ciple possible with unlimited resolution—albeit not with unlimited accur-
acy, due to measurement errors and biological variability. This continuous
relationship can be exploited essentially in two ways: by “continuous loc-
alization,” introduced in section 6.10, and by interpolation.

Interpolation of maps was investigated by Latour et al. [139,140]. If two
or more qrs integral maps have been created by pacing at known positions,
any qrsi M can be approximated by a weighted sum of these maps. The
approximation is better if more maps are used. Since qrsis have a low
nondipolar content (chapter 5) a good representation is possible with only
three maps. The position corresponding toM is then predicted as the same
weighted sum of the positions.

This method is primarily useful for pacing positions that are not far
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apart. It is applicable in the final phase of a pace-mapping procedure [194]
when several paced maps have been created in the vicinity of the exit site
in order to predict the position of the exit site itself.

6.10 Continuous Localization

If we consider a qrs integral map as a vector in a multidimensional space
where each dimension corresponds to a lead, there must be a continuous 2-
D subspace in which all qrs integral maps with left-ventricular endocardial
exit sites lie. If the continuous relation between qrsi and exit-site location,
discussed in section 6.8, holds in all directions, then not only the distance
between exit sites can be estimated in a continuous way, but also the direc-
tion of their difference. If that is true, the location corresponding to a map
that does not perfectly match any of the database maps, can be estimated
by interpolating between several maps that correlate well.

Alternatively a well-behaved surface S could be fitted to the database
maps and a mapping could be created from S to the endocardial location.
What “well-behaved” means, is not clear in advance. It can be determ-
ined by observing the difference in maps originating from relatively close
positions. An advantage of this approach is that it reduces the effect of
errors in the database locations and maps because many database entries
contribute to each single point of S. A surface with a simple description
also enables fast computation of location estimates with arbitrary precision
(but not arbitrary accuracy, because the accuracy is limited by the accuracy
of the database). A precise estimate can prove useful when an advice on
catheter positioning must be generated.

A method to obtain a description of a surface is a self-organizing map
(som). A well-known implementation of a som is the Kohonen network
[133, 134]: a set of interconnected points that are attracted by a set of train-
ing points, and where each point also tries to stay close to its pre-specified
neighbours, so that a continuous mapping can develop.

A more simple method is described in chapters 7 and 8 [212]. This
method makes use of the fact that qrs integral maps can, by normalization
and Karhunen–Loève (kl) transformation, be described to a large extent
with only two parameters. In this case, the surface S is a sphere in the first
three dimensions determined by the kl transformation.

In chapter 7, the continuous localization method is developed and eval-
uated with the data underlying the nlv database. Adaptation to infarction-
specific databases, which allows the method to be used more efficiently
in patients with chronic infarction, is discussed in chapter 8. In addition,
chapter 8 presents an application of the method for the estimation of devi-
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ation in body surface map patterns due to chronic infarction.

6.11 Discussion

The creation of an automatic system for complete arrhythmia monitoring,
i.e., detection, delineation, classification, and localization of arrhythmias,
for use in the catheterization laboratory, is technically feasible. A review
of the literature on detection, delineation and classification (sections 6.2
and 6.3) indicates that these problems can be solved, especially bsm data are
available. Localization of vt using databases of paced body surface maps
(section 6.4) provides improved accuracy for initial catheter positioning.

Using the correlation between a vt map and paced maps, or preferably
the distance estimate presented in section 6.8, the catheter can be directed
quickly to the exit site of the vt. The continuous localization method, fur-
ther discussed in chapters 7 and 8, can additionally estimate the direction in
which the catheter should be moved, thereby possibly reducing the number
of pace maps that must be made before the exit site is found.

A remaining problem is how to present the catheter positioning advice.
Currently, polar diagrams as described in this chapter are used for clin-
ical tests, but they are difficult to interpret and to relate to the other ima-
ging modalities that are used during catheterization. An improved method,
which can display localization results obtained with the methods described
here in a friendlier way, is described in chapter 9.
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Chapter 7

Continuous Localization of
Cardiac Activation Sites
Using a Database of
Multichannel ECG
Recordings

Monomorphic ventricular tachycardia and ventricular extrasystoles often

have a specific exit site which can be localized using the multichannel sur-

face ecg and a database of paced ecg recordings. An algorithm is presented

that improves on previous methods by providing a continuous estimate of

the coordinates of the exit site instead of selecting one out of 25 prede-

termined segments. The accuracy improvement of the proposed method

is greatest, and most useful, when adjacent pacing sites in individual pa-

tients are localized relative to each other. Important advantages of the new

method are the objectivity and reproducibility of the localization results. —

IEEE Trans. Biomed. Eng. 47(5) pp. 682–689, May 2000 [212];

7.1 Introduction

Electrocardiographic body surface mapping is used in the catheterization
laboratory to perform high-resolution localization of endocardial exit sites
of ectopic ventricular beats and monomorphic ventricular tachycardia (vt)
[235–237, 242]. For this purpose, the surface potentials during such an ar-
rhythmia are summed over the qrs complex of the electrocardiogram (ecg).
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Using the resulting qrs integral map (qrsi), the exit site can be attributed
to one of 25 different segments of origin in the structurally normal human
left ventricle [236]. The latter result is obtained using a database consist-
ing of 25 mean paced qrsis [236] (see figure 7.1 (c)). Each mean qrsi in the
database corresponds to a known endocardial segment of activation onset.
The exit site of a vt can be predicted by comparing its qrsi with the paced
qrsis in the database.

A three-phase mapping procedure is currently used by our group to
guide the catheter to the optimal site for curative ablation [194]. First, a
qrsi is obtained from the target arrhythmia. This qrsi is displayed and
compared to the database of 25 mean maps to select the best matching data-
base map. The segment that corresponds to this database map is the initial
estimate for the exit site of the arrhythmia. Maps are compared using the
correlation coefficient [151].

Second, an endocardial catheter is positioned at the identified ventricu-
lar segment. By electrical stimulation with the distal electrode pair of the
catheter, ectopic ventricular beats are electrically induced (paced) while the
position of the catheter tip is monitored using biplane fluoroscopy. The
surface ecg corresponding to the paced beats is recorded and the qrsi of
a paced beat is computed. This paced qrsi is displayed and compared to
the qrsi of the arrhythmia and to the database maps, to estimate the exit
site of the arrhythmia relative to the catheter position. The catheter is sub-
sequently moved to the estimated exit site. The ventricle is paced again at
this site and a new qrsi is made. These steps are repeated until the site is
found where the paced qrsi matches best with the qrsi of the arrhythmia.

In the third phase of the mapping procedure, local activation sequence
mapping [119] is performed, starting at the site identified in the second
phase. This procedure is aimed at finding the site where the earliest endo-
cardial activation (premature depolarization) can be recorded, i.e., the site
of origin of the arrhythmia. This is the target site for ablation, which may
differ from the exit site which is found in the second phase of the proced-
ure. Ablation is performed by applying radiofrequency current from the
tip electrode of the catheter.

A limitation of the database-lookup method is that it provides discrete
results; the localization result of the first phase is a selection of one out
of 25 possible segments of origin. This means that the estimated position
cannot be more precise than the size of a segment. The segment size in
this database is 3.3 ± 1.4 cm2 [236]. In contrast, the resolution of stimu-
lus site separation using body surface potentials has been estimated at 2–
5 mm [76,176], i.e., identification of a circular area smaller than 0.1–0.8 cm2.
The large difference between this accuracy and the mean database segment
size suggests that the current method does not take optimal advantage of
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Figure 7.1: (a) Cut-open view of the left ventricle and (b) illustration of the left
ventricular diagram. This diagram displays the endocardium, opened at the lateral
wall; it resembles the cut-open view shown in panel a. The top edge represents the
mitral valve ring (MVR), the apex is indicated at the bottom. The width mimics the
circumference of the ventricle as a function of the ventricular length. Also indic-
ated are the four longitudinal quadrants (anterior, septum, posterior, and lateral)
separated by dashed lines, the anterior and posterior papillary muscles (APM and
PPM), and the aortic valve ring (AVR). This diagram can be generated directly
from left ventricular cylinder coordinates (discussed in text): ventricular length
` translates to the vertical distance to the apex and the horizontal position is a
fraction α/2π of the diagram width at the given length (−π < α ≤ π), where
α represents the ventricular angle. (c) Pacing sites, indicated with dots, and pa-
cing segments, indicated with white patches, of the database of 25 mean pace-maps
for the structurally normal left ventricle, previously created by SippensGroenewe-
gen et al. [236]. Mean positions of segments are labelled with encircled numbers.
Segment 21 crosses the border of the diagram.

page 137

25th July 2005 15:38
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the attainable resolution. Another limitation of the current method is that,
in the second phase, physicians have to interpolate mentally between a
pace-map and at least three database maps to determine the optimal site
for subsequent catheter placement. This is a task for which a computer
program might be more adequate. A computer program would be able to
make full use of the precision of body surface mapping and would provide
objective and reproducible results.

The method that will be described here serves to remove the limita-
tions that the discreteness of the database imposes and provides objective
results by giving a continuous estimate of the location corresponding to
a given qrsi using the full information content of the database. The ac-
curacy of this estimate remains of course limited by the accuracy of the
database locations and their corresponding qrsis. However, the better res-
olution, and the use that is made of all the information that is contained
in the database—instead of just the single map that correlates best—may
improve the localization accuracy considerably. More importantly, if two
or more paced qrsis are obtained from the same patient in a single session,
as is the case in the second phase of the mapping procedure, a precise es-
timate of their relative positions is provided which can be used to guide the
catheter quickly to the exit site.

Our method, which is described fully in section 7.2, is based on the fol-
lowing considerations. Paced qrsi patterns originating from the left vent-
ricle are mainly determined by the pacing position on the endocardial sur-
face of the left ventricle [104,236]. If we assume that the activation sequence
is uniquely determined by the pacing site and does not vary significantly
from patient to patient, and if we assume that the qrsi varies continuously
with the endocardial position of origin, then there exists a subspace S in the
multidimensional qrsi space with the same topology as the left ventricular
(lv) endocardial wall, that is, a surface. Each point on S then corresponds to
an endocardial position. By identifying S, we can compute the position on
a two-dimensional approximation of the endocardium from a given qrsi

by projecting the qrsi on S and applying an R2 → R2 function (R is the set
of real numbers).

Because it was observed that the amplitude of a qrsi does not contain
information on the site of origin [236], we assume that S is star-like with
respect to the origin of map space (i.e., a straight line from any point on
S to the origin does not intersect S), and project it on a unit sphere in the
first three dimensions after application of a Karhunen–Loève (kl) trans-
form, previously determined from a large set of paced qrs integral maps. S
can then be parameterized using spherical coordinates. The mapping to the
endocardial surface is obtained by fitting a continuous mapping function to
a set of pace-maps and their measured pacing positions.
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7.2 Methods

The endocardial wall is described using “left ventricular cylinder coordin-
ates” [236]. These coordinates are based on the line from the lv apex to
the geometric middle of the mitral valve ring (mvr). The ventricular length
` is the distance of a position, projected on this axis, to the apex, and nor-
malized to the axis length; the ventricular angle α is the angle of a position
relative to the angle of the aortic valve ring. Figure 7.1(b) illustrates these
concepts.

Pace-mapping data from the studies of SippensGroenewegen et al. were
used to train and test our method [236]. To create the database of 25 mean
pace-maps for the structurally normal left ventricle, they recorded 62-lead
body surface ecgs during lv pace-mapping in a group of eight patients
with normal cardiac anatomy. The three-dimensional (3-D) position of the
catheter tip was determined quantitatively using digitized biplane fluoro-
scopic images with a localization error ≤7 mm [88, 89, 236] (circular area of
1.5 cm2). A total of 99 pace-maps was used to create the database; these
pace-maps are used here to fit and test our algorithm.

The 62 unipolar ecgs were recorded with equipment that was previ-
ously described by Grimbergen and MettingVanRijn [79, 172]. The elec-
trode positions, which included the standard precordial leads, were chosen
from the 192 vertices of a regular 12 × 16 grid covering the chest and back
of the patient [160, 241]. Onset and offset of the qrs complex and suitable
time instants for baseline correction were selected manually according to
previously defined criteria [236]. A linear correction for baseline drift was
applied. The qrs integral map was computed by summing each lead over
the qrs complex, and then interpolating the irregularly spaced sites to a
regular 12 × 16 matrix by iterative discrete Laplacian minimization [154].
In the interpolation process, data values from failing leads were replaced
by values obtained by interpolation from neighbouring leads in the same
way as the non-measured grid points. For further analysis, we used the
192-element maps. This was done to work with a more universal electrode
array; we could also have used the 62 leads with interpolated rejected leads.

7.2.1 Localization algorithm

A qrsi is regarded as a 192-element vector containing an element corres-
ponding to each of the 12×16 grid points. A fixed kl transform, previously
determined from the 99 qrsis, was applied to each qrsi [161]. The cov-
ariance between the 192 “channels” of the maps was computed, and the
eigenvectors ~ψi of the covariance matrix were determined using Matlab

software. Then each qrsi ~m was expressed in terms of these (orthonormal)
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eigenvectors, as

~m =

192∑

i=1

wi
~ψi (7.1)

where
wi = ~m · ~ψi (7.2)

We found that the first three coefficientswi, which correspond to the three
~ψi with the largest eigenvalues, describe at least 90 % (97 ± 2 %) of the en-
ergy content of ~m, that is, (w1

2 + w2
2 + w3

2)/|~m|2 > 0.9 for each ~m (see
results).

The coefficientsw1,w2, andw3 of each map ~mwere treated as Cartesian
coordinates in a 3-D space and expressed in spherical coordinates r, θ,
and φ, and the other 189 coefficients were discarded. The axis of the spher-
ical coordinate system was chosen such that the database qrsi correspond-
ing to the lv apex had θ = 0. The radius r is an estimate of the total energy
content of the map, and was also discarded, because the assumption that
S is star-like with respect to the origin of map space is equivalent to the
assumption that only the pattern of the qrsi contains information about the
site of origin. If correlation coefficients are used to compare maps, the effect
is also that the total energy content is discarded. The surface S, described
by the θ and φ coordinates must now be mapped to the lv endocardial
surface.

A position on the lv wall is denoted with a pair (`, α), where ` stands
for the ventricular length and α represents the ventricular angle [236] (see
panel b in figure 7.1). Estimated coordinates are indicated as ˆ̀ and α̂.

We observed that parameter θ of a qrsi corresponded approximately to
the ventricular length ` of the site of origin and φ corresponded approxim-
ately to the ventricular angle α. This is partly a result of our definition that
θ = 0 in the apex. The relationship between the pairs (θ,φ) and (`, α) is
illustrated in figures 7.2 and 7.3.

Figure 7.2 shows that the relation between α and φ is almost linear and
is approximated by superposing a small sine wave on a straight line. Fig-
ure 7.3 shows that ` depends primarily on θ, with a small contribution of
φ, which can be approximated by adding a sine-wave contribution that is
slightly larger for higher values of θ. We devised the following functions to
relate ` and α to θ and φ:

α̂ = φ + c1 + c2 sin(φ − c3) (7.3)

ˆ̀ = θ
(

d1 + d2 sin(φ− d3)
)

/π (7.4)

The parameters ci and di of functions (7.3) and (7.4) are obtained by fitting
these functions to the database maps. The resulting functions α̂ and ˆ̀ are
shown by solid lines in figures 7.2 and 7.3, respectively.
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Figure 7.2: Measured coordinate α of the database of 99 pace-maps shown with
dots versus the map coordinate φ. The solid line represents the estimate α̂ com-
puted with equation 7.3.
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Figure 7.3: Measured coordinate ` of the 99 pace-maps, interpolated in the θ–
φ plane, shown with dashed contour lines; these contour lines are labelled with
“plus” signs. Also shown, with solid contour lines which are labelled on the right
side of the plot, is the estimate ˆ̀ computed with equation 7.4 (see text for details).
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7.2.2 Relative localization

The primary purpose of the algorithm is to provide catheter positioning
advice. For that purpose it must estimate the positions of pacing sites re-
lative to each other, rather than relative to the endocardium. This kind of
localization is referred to as “relative localization.” The computation of the
position itself will be referred to as “absolute localization.” We estimate the
accuracy of relative localization by computing the difference between pairs
of measured pacing sites and comparing it to the difference between the
pacing sites predicted by the algorithm.

7.2.3 Error measures

Errors in absolute and relative localization were computed by projecting
the localization result, which is given in lv cylinder coordinates, on a tri-
angulated model of the ventricular wall. The model was scaled such that
the length of the axis from the apex to the geometric middle of the mvr was
85 mm. Localization differences can then be expressed as 3-D distances in
millimeters in order to provide an indication of the resolution of the al-
gorithm.

Training and testing were performed using the same set of 99 pace-
maps. In order to obtain a representative and unbiased estimate of the
error that the algorithm will make if applied to new maps, we used cross-
validation on the 99 pace-maps: the fitting procedure for ci and di was ap-
plied to all but one of the database maps, the localization error of the omit-
ted map was computed, and this procedure was repeated leaving out every
map in turn. Because the error estimate is continuous, cross-validation is
permissible in this situation [62].

Also, the number of maps used in the fitting procedure was decreased
to see whether this influenced the localization accuracy: for N = 2 · · · 98

we created a test set of N maps by random selection without replacement,
and used the remaining maps to fit the algorithm. This was repeated 200

times for each N, and mean, minimum, and maximum localization errors
for each N were computed.

Endocardial positions are displayed in a schematic diagram of the left
ventricle (figure 7.1). This diagram can easily be related to a cut-open view
of the left ventricle. Compared to the lv polar projection presented previ-
ously by SippensGroenewegen et al. [236], this diagram has the advantages
that differences in α at different values of ` are easier to compare mentally
and that the physicians involved consider it easier to translate to the cardiac
image that they have in mind during a catheterization procedure. A draw-
back is that this diagram, contrary to the polar projection, is discontinuous
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Table 7.1: Localization Errors

Lg abs. err. rel. err p Ng

(mm) (mm) (mm)

5 12.0±6.6 6.7±5.0 2.4 · 10−2 14

10 13.2±6.2 8.9±6.7 3.9 · 10−3 40

15 14.4±6.7 10.2±6.0 6.8 · 10−5 77

20 13.5±6.8 11.7±6.9 3.5 · 10−2 130

25 13.2±7.0 12.3±7.0 2.3 · 10−1 172

30 13.6±7.2 13.6±7.7 1.00 226

along a line from the apex to the mvr.

7.3 Results

The first step in the localization algorithm is to represent each map ~m with
a triple of coefficients (w1, w2, w3) as ~m ′ = w1

~ψ1 + w2
~ψ2 + w3

~ψ3. The
associated representation accuracy is expressed as

3∑

i=1

wi
2

/ 192∑

i=1

mi
2 (7.5)

withwi as defined in equation 7.2. For the 99 pace-maps, this value ranged
from 90 to 99 %.

The differences between the measured and computed locations of the
99 pace-maps are shown in figure 7.4, in a schematic representation of the
left ventricle. Also shown are the positions of the 25 database mean maps
[236] which correspond to the 25 segments shown in figure 7.1 (c).

The distance between the measured and computed positions of the 99

pace-maps was 14.6 ± 8.2 mm and the distance between the 25 mean seg-
ment positions and the segment positions computed from the correspond-
ing mean maps [236] was 9.2±3.0 mm. In figure 7.5 (a), the localization res-
ults for a subset of five pace-maps, obtained from four patients, are shown.
It is clear that the localization differences of maps originating from the same
region were diverse in size and direction, but, as illustrated in figure 7.5 (b),
were similar if only maps of a single patient were considered.

If pairs of pace-maps are considered from the same patient, with closely
separated measured positions, the error for relative localization can be es-
timated. The mean value of this error depends on what we consider “closely
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Figure 7.4: (a) Differences between positions computed from the θ and φ coordin-
ates of the 99 pace-maps by the functions (7.3) and (7.4), and corresponding meas-
ured positions where pacing was performed. The computed positions are indicated
by open circles, the measured positions by black dots. (b) Differences between the
positions of the 25 database mean maps as determined by SippensGroenewegen et
al. [236] and the corresponding computed positions of the database QRSI’s.
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Figure 7.5: (a) Computed and measured positions corresponding to five pace-maps
obtained at a similar location (the basal posterolateral wall of the left ventricle)
from four different patients, labelled A, B, C, and D. Black dots indicate measured
positions, open circles indicate computed positions. The computed positions of all
maps are close together but the deviations from the measured positions are different
in size and direction. The two maps of patient B have approximately the same error.
(b) Computed and measured positions corresponding to eight pace-maps obtained
at a similar location (the middle and basal posterolateral wall of the left ventricle)
from a single patient. Considerable errors exist, but they are closely related, and
the relative positions of measured and computed locations are approximately the
same. Similar systematic shifts were observed in all patients.

separated.” Therefore, we constructed several groups of pace-map pairs,
each group with a maximum measured distance Lg between the members
of each pair. We refer to the number of maps in each group asNg; for larger
Lg, more pairs can be found. Errors in relative localization were then com-
puted for each group. Results are given in table 7.1. Each row of the table
shows errors of relative and absolute localization for all pairs in a group as
well as the p-value for the difference between errors for absolute and rel-
ative localization in the group, and the number of pairs in the group, Ng.
The p-value was computed using Student’s t-test. We found that for pairs
of pace-maps whose measured positions were closer than 20 mm, the errors
for relative localization were evidently smaller than the errors for absolute
localization.

Localization accuracy obtained using reduced sets of maps for the fit-
ting procedure and using the remaining maps for testing, are shown in fig-
ure 7.6. This figure shows that the mean error was constant for 98 down to
20 maps and that the maximum error increased only slightly when redu-
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Figure 7.6: Localization error for database mean maps as a function of the number
of maps used for the training procedure, computed for 2 up to 98 training maps.
The mean error is shown with a solid line, minimum and maximum errors are
shown with dashed lines.

cing the fitting set to approximately 40 maps.

7.4 Discussion

An algorithm is proposed that can provide a continuous estimate of the
site of origin of a paced qrsi. It can be applied for relative localization,
i.e. the assesment of differences in catheter positions, using pace-maps ob-
tained from a specific patient.

For the purpose of relative localization, the algorithm depends on two
assumptions: 1) The qrsi must vary continuously with the site of origin
and 2) the set of all possible qrsis that result from lv pacing must be star-
like. The first assumption is corroborated by the observation of gradually
changing patterns both in measured and computed qrsis [104,236]. The ex-
tent to which the second assumption can be tested depends directly on the
accuracy of the position measurements. For absolute localization using this
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algorithm, we also have to assume that the relation between qrsi and site
of origin is the same in all subjects. This is known to be true only in a very
loose sense; this is one possible source of the large error for absolute loc-
alization of 14.6 ± 8.2 mm (section 7.3). Interpatient differences in thoracic
anatomy, position and orientation of the heart, electrical conduction, and
perhaps small differences in wavefront propagation due to varying under-
lying anisotropy may all contribute in causing different mappings between
qrsi pattern and exit site. From the work of Hren et al. [103] it may be
deduced that differences in torso boundary alone may account for approx-
imately 10 mm localization difference. These differences will be less prom-
inent in relative localization than in absolute localization. A tailor-made
database, using only pace-maps from a single patient, would reduce the
latter error. However, with our current data, featuring eight patients with
6–23 pacing positions each, we did not obtain better results when applying
the fitting and testing procedure to only the maps of a single patient. With
this data, only relative localization could be shown to work as a means to
adapt the method to individual patients (table 7.1).

Apart from nonapplicability of the assumptions, there are several pos-
sible explanations for differences between computed and measured posi-
tions:

• Errors in the fluoroscopic localization can cause errors in the database
as well as errors in the positions that are used for evaluation. These
errors can be as large as 7 mm [88, 89].

• Interpatient differences in the local geometry of the ventricular wall
can cause different mappings from endocard to cylinder coordinates;
these differences may be expected to be less prominent in relative
localization.

• Inaccuracies in the two mapping functions increase the difference be-
tween measured and computed locations. These functions are simple
and somewhat arbitrary. The localization accuracy might be improved
by using a better mapping function, such as a self-organizing map
(som) [134]. These differences may also be expected to be less prom-
inent in relative localization.

• Changes in qrsi pattern with the respiratory phase may influence
the localization accuracy. Amoore et al. [3] reported that the patterns
of body surface potential maps shifted inferiorly by about 2 cm at
deep inspiration. The localization algorithm is sensitive to pattern
shifting. However, pace-maps were recorded in a similar respiratory
phase [236], so the respiratory disturbance may be considered to play
only a minor role.
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• Noise and distortion of the ecg may increase the localization error.

• Data loss due to the selection of only three parameters to describe
a qrsi (accuracy 90 % to 99 %) may influence the localization accur-
acy. However, the representation error was related to the localiza-
tion error in only one of eight patients (r = 0.63 for 13 pace-maps).
Moreover, it is likely that the selection of three kl coefficients reduces
noise and removes some patient-specific features of the qrsi. We ob-
served that the kl transformation matrix, which was created from the
99 qrsis themselves, could be replaced by others transform matrices,
created from potential maps of other patient groups, yielding a much
larger average representation error (over 15 %), with only a minor
change in localization error.

Taking the most important sources of errors into account, we expect our
data not to be more accurate than about 10 mm. In this respect, we be-
lieve that the 14.6 mm absolute and 10.2 mm relative accuracy (table 7.1,
Lg = 15 mm) indicate that the approach is sound and that more accurate
techniques for catheter localization are necessary to establish the accuracy
of our method.

For pairs of pace-maps whose measured distances Lg are below 15 mm,
an average relative localization error of 10.2 mm was obtained; for Lg under
5 mm, the average error was only 6.7 mm. Although this is a very small
error, it is on average larger than the measured distance.

By reducing the number of maps used for the fitting procedure, we have
shown that the number of pace-maps used is large enough. The number of
maps can be reduced to 20 without any impact on the average localization
error; only the maximum error increases slightly. Perhaps a small decrease
in maximum error may be expected if the number of pace-maps would be
increased beyond the current 99.

In a previous study, Muilwijk [179] compared the results of arrhythmia
localization by body surface mapping, using the database-lookup method,
with the results of intra-operative mapping in 62 vt morphologies obtained
from 42 patients with previous anterior or inferior myocardial infarction.
She reported a distance of 18 ± 14 mm between the exit site localized by
body surface mapping and the intra-operatively determined site of origin
(which may not coincide with the exit site of the vt). The resolution repor-
ted in the present study is better, which is to be expected since we compared
the computed pacing site directly to the measured pacing site.

Because there are no data available of intra-operatively determined vt

exit sites in combination with body surface maps of the same arrhythmia,
there is no gold standard to test localization algorithms other than compar-
ing them to the position of the catheter tip. However, catheter-tip localiza-
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tion by biplane fluoroscopy may not be accurate enough for this purpose.
Magnetic localization (using ultralow magnetic fields and a special catheter
containing a miniature magnetic field sensor) [230] or electrical localization
(by measuring, with the catheter electrodes, the local potential induced by
small currents applied at the body surface) [279] are promising alternatives.
However, the most important advantage of the described algorithm is not
the improved accuracy, but rather the increased objectivity of the results,
the less time it takes as compared to “manual” localization, and the ability
to display localizations and their differences automatically. Because data-
base interpolation is performed by a computer instead of a human observer,
the results are instantly available to the computer for further processing
such as automatic display of localization results in 3-D or in the standard
biplane fluoroscopic projections used in the catheterization laboratory.

The algorithm can employ different databases, for example the infarct-
specific databases created by SippensGroenewegen et al. [237]. We expect
that it can also work with delta-wave maps, used by Nadeau et al. [180]
for localization of the atrioventricular pathway in patients with the Wolff–
Parkinson–White (wpw) syndrome [54, 176], and to atrial databases, which
contain p-wave integral maps [240].

Preliminary results indicated that the method does not work for the
right ventricle. Although the technique was able to differentiate between
some rv pace-maps, it could not differentiate between maps paced in the rv

side of the septum and maps paced at the rv free wall. Such differentiation
may require consideration of individual potential maps in the qrs complex,
or information on the amplitude of the qrsi [236] which is ignored in our
current approach (i.e., for the right ventricle S is not star-like).

An alternative for our database interpolation algorithm could be the
creation of a database of any desired precision using a computer heart
model, after quantitative verification of the results of this model with an
empirical database. The advantage of such model studies is that they can
be used with very closely separated “pacing sites,” including intramural
and epicardial pacing sites, and that accurate analysis of the effects of indi-
vidual geometry and constitution is possible. Several groups created mod-
els that can be used for this purpose [141, 158]. Xu [280] and Hren [104]
compared the results of such models to the database of SippensGroenewe-
gen et al. [236] which was also used in the present study. These simulation
results resembled the database well, but these authors did not yet provide
a quantitative evaluation of the simulation results.

The most desirable localization procedure may be provided by a com-
putational solution of the inverse problem of electrocardiography [84], be-
cause it would, like the forward methods discussed above, provide a true
understanding of the underlying electrical phenomena, and in contrast to
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forward solutions, may be applied directly to the measured data. For ex-
ample, single moving-dipole solutions for the early qrs [102, 228] or activ-
ation sequence models [111, 112] may be employed. However, these meth-
ods require excellent signal quality and accurate geometrical modelling of
the subject [113], and to date no clinically practical method with sufficient
accuracy has been reported. We believe that, until this kind of solution
becomes available, our algorithm will provide a reasonable alternative in
clinical applications.

7.5 Conclusion

A quantitative method is described to compute accurately the location of
the endocardial site of origin of a paced body surface qrs integral map, in
terms of coordinates, instead of a limited number of segments correspond-
ing to a fixed reference set of mean paced qrsis. Moreover, this algorithm
uses information of all pace-maps in the database for the localization of a
single site and leads to a continuous and regular conversion of qrsi data to
lv coordinates. This is likely to improve the localization accuracy.

The most important advantages of the new method are the continuity,
quantitative nature, objectivity, and reproducibility of the localization res-
ults. Also, it can be used to compute differences between exit sites or pacing
sites (relative localization), thus using data measured in an individual pa-
tient to increase the accuracy.

The localization errors that were found can be attributed to a large ex-
tent to the uncertainty in the pacing position measurements. More accurate
measurements may provide a better estimate of these errors.

The algorithm can be used clinically during pace-mapping of lv ar-
rhythmias to guide the catheter to the site of origin prior to ablation and
may be particularly useful due to the possibility of displaying catheter pos-
itioning advice in 3-D or in the standard fluoroscopic projections used in the
catheterization laboratory. It may also prove useful in research, for example
on polymorphic ventricular tachycardia (pvt), to compute the relative pos-
itions of exit sites of consecutive beats.
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Chapter 8

Continuous Localization in
the Infarcted Left Ventricle

The continuous localization method for the normal left ventricle, described

in chapter 7, can be adapted for infarcted left ventricles, and yield a com-

parable performance. In addition, it can be used to quantify the differ-

ences in the relation between site of origin and surface ECG pattern be-

tween normal and infarcted hearts. — Presented in part at the NFSI sym-

posium, September 2001 [201]; World Congress on Medical Physics and Bio-

medical Engineering, July 2000 [214]; 20th Annu. Int. Conf. IEEE EMBS, Octo-

ber 1998 [206].

8.1 Continuous Localization in Infarcted Hearts

Cardiac activation that results from ventricular pacing consists of a wave
front spreading from the pacing site toward the opposite ventricle [245].
In infarcted hearts, electrically inactive and slowly conducting regions ex-
ist, which can alter this activation sequence [11, 56, 271]. It is expected that
these alterations cause differences in the surface ecg waveforms resulting
from pacing at the same site in infarcted and non-infarcted hearts. Indeed
such differences were found in the 12-lead ecg [99, 270]. Despite the sum-
mation over time provided by integral mapping, body surface qrsi patterns
also reflect these changes [237]. Hence, for accurate localization of vt in in-
farcted hearts, specific pace-map databases have been created for patients
with inferior (imi) or anterior myocardial infarction (ami) [236, 237].

For the database of paced qrs integral maps for the structurally normal
left ventricle created by SippensGroenewegen et al. (figure 6.4) [236], an
interpolation method was developed in chapter 7 [212]. The algorithm is
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trained using a pace-map database, in this case the database for the normal
left ventricle (nlv). In principle, the algorithm can be trained with the ami

and imi databases as well.

8.1.1 Methods

Tests indicated that the relation between map pattern and exit site is more
complex in the ami and imi databases as compared to the nlv database.
A slight adaptation of the algorithm was therefore necessary to make an
accurate fit to the ami and imi databases possible. Equations (7.3) and (7.4)

α̂ = φ + c1 + c2 sin(φ− c3)

ˆ̀ = θ
[

d1 + d2 sin(φ− d3)
]

/π

which related the estimated exit-site coordinates ( ˆ̀, α̂) to the qrsi paramet-
ers (θ,φ), are replaced by the expression

ˆ̀ =
[

d4 + θ
] [

d1 + d2 sin(φ− d3)
]

/π (8.1)

and, for α̂, a spline with Nc control points having evenly distributed φ co-
ordinates and α̂ coordinates ci. It turned out thatNc = 11 was the smallest
value that could be chosen for the number of control points without increas-
ing the average localization error. The coordinates ci were constrained to
be monotonically increasing.

8.1.2 Results

Fitted functions for the ami and imi databases are presented in figures 8.1,
8.2, 8.3, and 8.4. In figure 8.4 a region without contours is present in the
upper left corner, approximately for −π < φ < 0 and π/2 < θ < π. This
means that maps with a pattern characterized by these values of θ and φ
do not occur in the imi patients (figure 8.5). In nlv patients, these map pat-
terns corresponded to pacing sites near the mvr in the posteroseptal region,
e.g. segments 12 and 14 in the nlv database (chapter 7). In imi patients,
maps paced in this region have a pattern similar to those paced at more pos-
terior positions in nlv patients, as discussed in section 8.3 and section 8.4.

The algorithm, adapted according to section 8.1.1, was trained with
each database in turn, and then tested with all databases. Estimated loc-
alization errors are given in table 8.1.

8.1.3 Discussion

It was demonstrated that, as expected, an algorithm specifically trained for
a database performed best for that particular database. In addition, the nlv
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Figure 8.1: Measured coordinates α of the AMI database of 92 pace-maps shown
with dots versus the map coordinateφ. The solid line represents the spline estimate
for α̂, fitted to the AMI database.
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Figure 8.2: Measured coordinates ` of the AMI database of 92 pace-maps, inter-
polated in the θ–φ plane and shown with dashed contour lines; these contour lines
are labelled with “plus” signs. Also shown, with solid contour lines labelled on the
right side of the plot, is the estimate ˆ̀ computed with equation (8.1) and fitted to
the AMI database.

page 153

25th July 2005 15:38



154 Chapter 8. Continuous Localization in the Infarcted Left Ventricle

��� �

���

� 1

2

�

0

1

2

�

�

��� � 1

2

�
0

1

2

� �
� �
	

Figure 8.3: Measured coordinates α of the IMI database of 66 pace-maps shown
with dots versus the map coordinateφ. The solid line represents the spline estimate
for α̂, fitted to the IMI database.
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Figure 8.4: Measured coordinates ` of the IMI database of 66 pace-maps, interpol-
ated in the θ–φ plane and shown with dashed contour lines; these contour lines
are labelled with “plus” signs. Also shown, with solid contour lines labelled on the
right side of the plot, is the estimate ˆ̀ computed with equation (8.1) and fitted to
the IMI database.
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Figure 8.5: Map coordinates θ andφ of pace-maps obtained in NLV patients (open
circles) and IMI patients (solid circles). A small area in the upper left part of the
plot contains no IMI maps, but it does contain NLV maps. Since this gap does not
correspond to an uncovered area of the endocardial wall, it may be concluded that
this region represents a map pattern that does not occur in IMI patients.

algorithm performed reasonably well for all three databases, and clearly
better than the imi algorithm performed for the ami test set and the ami

algorithm for the imi test set.

The results indicate that: (1) The algorithm works well for all three data-
bases, with localization errors in the order of 15 mm. These errors may be
largely attributable to uncertainty in the catheter-position data (max. 7 mm
[88]) and inter-patient variability. (2) Specific training of the algorithm was
more useful for the imi database than for the ami database. When using
the nlv algorithm, the average error was 16 mm for ami and 17 mm for imi.
With database-specific algorithms this error reduced to 15 mm for ami and
12 mm for imi. The difference between these improvements, 5 mm for imi

and only 1 mm for ami, may be due to a larger inter-patient variability in
the ami group. (3) An algorithm fitted to ami and applied to localize an
exit site in an imi patient or vice versa has a larger error than an algorithm
fitted to nlv. This suggests that the effects of ami and imi on the relation
between exit site and qrsi pattern are in part opposite.

Continuous localization in patients with infarct scars, as described here,
is important since these patients constitute the majority of all ventricular
arrhythmia patients. Moreover, these patients often suffer from poor left
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no. of no. of mean (s.d.) error in mm

patients pace-maps for testing set

nlv ami imi

nlv 8 99 13 (8) 16 (10) 17 (12)

training set ami 8 92 15 (8) 15 (10) 19 (11)

imi 4 66 18 (13) 21 (12) 12 (11)

Table 8.1: Localization errors of the adapted continuous localization algorithm,
trained and tested on all three left-ventricular databases. Values for localization
with the correct database are printed in boldface.

ventricular (lv) function and are therefore more likely to become haemo-
dynamically compromised during prolonged ventricular arrhythmia oc-
currences in the electrophysiology laboratory, so it is clear that a rapid
pace-mapping procedure increases the likelihood of obtaining a successful
catheter-ablation result in these patients.

Applicability to patients with other types of infarction, such as lateral
myocardial infarction (lmi), has not been tested since there were currently
not enough data available from patients with such types of infarction [237].

8.2 Database Segment Mean Maps

When creating their pace-mapping databases, SippensGroenewegen et al.
divided the qrsis they obtained after pacing into groups with similar pat-
terns [236,237]. It turned out that these groups corresponded with compact
segments of the endocardium. Subsequently, a mean map was created for
each segment. Localization of vt could then be performed by correlating
the vt qrsi with the mean maps and expressing the localization result as
the corresponding segment.

In chapter 7, the performance of the continuous localization algorithm
was illustrated by applying it both to the individual pace-maps and to the
database mean maps. In section 8.1, the performance of the algorithms for
the ami and imi groups was expressed as the average localization error for
the individual pace-maps in each group.

In this section, an overview is presented of estimated positions of the
mean maps of all three databases (figure 8.6).

As may be expected from the results for individual pace-maps (sec-
tion 8.1, table 8.1), the localization errors are of comparable magnitude in
the three databases. The errors appear to be randomly distributed. This
indicates that there are no major systematic errors in the algorithms.
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Figure 8.6: Overview of the three databases of mean maps. Measured, i.e. visu-
ally established, mean segment positions are indicated with black dots. Estimated
positions, computed from the mean maps corresponding to these segments, are in-
dicated with open circles. For each group (NLV, AMI, IMI), the specific algorithm
(section 8.1) was used. In the lower two diagrams, the approximate location of a
typical AMI or IMI infarction is indicated with a grey patch.
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In each group, there were one or two relatively large deviations. Al-
though it cannot be excluded that they were due to errors in the algorithm,
it is more likely that they were the result of errors in the visual determina-
tion of the mean segment positions. Notably, segments nlv 12, ami 9 and 13,
and imi 19 showed much larger deviations than their neighbours. In addi-
tion, the position of nlv 6 was located on the opposite side of nlv 10. This
may be understood from the fact that segment nlv 10 was estimated from
three pacing positions, one of which was located relatively far from the
other two, and the position of the entire segment was estimated to be the
centre-of-mass of the segment, rather than the centre-of-mass of the three
positions [236]. The estimated position of segment imi 19 was located on
the other side of the approximate infarct position. This may be a a coincid-
ence, but it can also be due to pacing in the infarct scar, causing activation
to proceed slowly through a narrow path of surviving tissue in the scar [6]
and to reach viable tissue at a site remote from the actual pacing position.

8.3 Effect of Infarct Scars on Exit-Site Localization

(Mean Maps)

In section 8.1, three pace-mapping databases were discussed which can be
used for localization of vt. The three databases have been obtained from
three different patient groups: patients with a left ventricle without struc-
tural heart disease (nlv), with previous ami and with previous imi. The
nlv database consists of 25 mean qrsis, the ami database of 18, and the imi

database of 22 mean qrsis [236, 237]. The varying numbers of segments in
the databases are the result of the varying resolution that was found in the
three patient groups.

It is useful to integrate the knowledge contained in the three databases
and combine it with the information on a specific patient in order to cre-
ate a customized localization algorithm. A first prerequisite would be to
quantify the differences between the three databases. Information on in-
farct size and location is often incomplete. From the results in table 8.1 we
can infer that the absolute value of the localization error increases on av-
erage by a few millimetres if the wrong database is used. In this section,
an estimate of the direction and distribution of these additional errors is
presented.

In addition, observing the differences between the three databases may
give us insight in the changes in wavefront propagation and the resulting
changes in qrs pattern caused by different types of infarction.

Because the three databases have different segments, the assessment of
differences between the three patient groups could up to now only be per-
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formed in a qualitative fashion [237]. Using the continuous localization
algorithm for the nlv described in chapter 7 [212], a quantitative assess-
ment based on measured data has now become feasible. We will use this
algorithm to estimate the differences between the structurally normal left
ventricle on the one hand, and the ventricle with anterior or inferior infarct
scars on the other hand.

8.3.1 Methods

The continuous localization algorithm for the nlv was applied to all mean
qrsis in each database (nlv, ami, imi) and then used to compute the mean
segment positions. Application to the nlv database (figure 8.6) shows that
this approach has an error of approximately 1 cm [212].

Since the algorithm was created specifically for the nlv database, we do
not expect it to work just as well for infarcted hearts (section 8.1). However,
by applying it to the ami and imi database of paced qrs integral maps, and
observing the differences between computed positions of the mean maps
and the measured mean segment positions, one obtains an estimate of the
differences between the nlv and the ami and imi databases.

8.3.2 Results

The results of the comparison between the nlv database and the infarct-
specific databases are shown in figure 8.7. These deviations should be com-
pared to the errors that remain if the algorithm is applied to the nlv mean
maps (figure 8.6). In this figure and subsequent figures, a polar representa-
tion of the left ventricle has been employed. This type of presentation was
chosen, rather than the more intuitive diagram used in chapter 7, because
the discontinuity in the latter diagram is more difficult to deal with in the
current chapter.

For the ami group, significant localization differences were found only
in the posteroseptal region. Deviations in the anterior quadrant were not
significant. Deviations in the lateral quadrant were larger but of the same
order of magnitude as the localization errors for the nlv group in the same
region (figure 8.6).

Deviations in the imi group were larger than in the ami group. In the
anterior, lateral, and posterior quadrants, there is a consistent rotation in
the counterclockwise direction. An additional deviation in the direction of
the apex is observed in the posterior quadrant.
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Figure 8.7: A comparison of measured mean segment positions in the AMI (left
panel) and IMI (right panel) databases and computed positions based on the mean
QRS integral maps of the database, using an algorithm that was fitted to the NLV
database. This provides an estimate of the differences between the NLV and AMI or
IMI databases. The measured mean segment positions in the AMI or IMI databases
are indicated with black dots; arrows point to the positions where, according to the
algorithm, the same QRSI pattern would be obtained in the NLV. The deviations
should be compared to the errors in localizing the NLV mean segment positions
(figure 8.6). In both diagrams, the approximate location of a typical AMI or IMI
infarction is indicated with a grey patch. Since the arrows point from the location
of a map in the infarcted heart to the location in the NLV, they can be read as “the
map looks like it is coming from here (in a normal heart).”

8.3.3 Discussion

In several regions, considerable differences in estimated positions exist be-
tween the nlv and the ami and imi databases. This is in agreement with the
increased error found when applying the nlv algorithm to the individual
pace-maps underlying the ami and imi databases in section 8.1. However,
the deviations are well-behaved, so that the errors resulting from the se-
lection of a wrong database will be similar for multiple closely separated
pacing sites in a single patient. This means that the effect on the estimation
of pacing site positions relative to each other is comparatively small, which
has important implications for pace-mapping procedures [194].

We found slightly larger deviations than SippensGroenewegen et al. did
by their visual analysis of the same data [237]. In addition, we found a
consistent rotation in the anterior, lateral, and posterior quadrants for the
imi database. Otherwise, their results are comparable to ours.
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The deviations in the imi group are relatively simple to describe. It
may be possible to parameterize them in order to interpolate between the
nlv and imi databases, to optimally adapt the localization algorithm to an
individual patient when the infarct size and precise location are known.

A limitation of the database lookup method is that it provides discrete
results; the localization result is expressed as just one out of 18 to 25 seg-
ments of origin. This limitation was taken away by the introduction of
a continuous localization algorithm [212] (chapter 7), which can be used
to give directional catheter-positioning advice with any desired resolution
and sub-centimetre accuracy.

Another limitation is that an infarct-specific database must be chosen
from a limited set: nlv, ami, or imi. Knowledge about the size and precise
location of infarct scars cannot be used. On the other hand, such knowledge
is often very incomplete. This study shows that the differences between the
databases are such that it is likely that a continuous localization algorithm
can be tailored to a specific patient, and, on the other hand, that the ef-
fect of choosing an incorrect database will be limited, especially if relative
localization is used.

Computer models were previously applied to simulate body surface
qrs integral maps from complexes originating at various locations in the
normal heart [104,280]. Such models can also be applied to infarcted hearts.
It will then be possible to study the effect of infarct scars more accurately
and to compute the relation between exit site and body surface pattern for
a specific patient using information on the patient’s anatomy—including
scars if their location is known with sufficient accuracy.

8.4 Effect of Infarct Scars on Exit-Site Localization

(Difference Vectors)

Using the specific localization algorithms for nlv, ami, and imi groups de-
veloped in section 8.1, differences between the databases can be illustrated
in a more pleasing way, as illustrated in figure 8.8 (a).

These diagrams may be easier to interpret than those in figure 8.7. Their
disadvantage is that the results are computed using two localization al-
gorithms instead of one, with their errors combined. On the other hand,
the somewhat subjective determination of the middle of a segment and the
division of the database into segments itself play no role here.

The effects present in figure 8.7, such as the counterclockwise rotation in
the lateral quadrant in the imi diagram, are also manifested in figure 8.8 (a).
In addition, this figure shows that the estimated exit site, not corrected for
infarct position, generally moves away from the infarct location.
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(a) (b)

Figure 8.8: (a) AMI database compared to NLV database. For a regular grid of
NLV exit-site coordinates, the corresponding map coordinates θ and φ were com-
puted by the inverse of the NLV-specific algorithm and from θ and φ the α̂ and ˆ̀

coordinates were computed using the AMI-specific algorithm. For each (θ,φ) pair
an arrow is drawn, which points from the computed AMI location to the computed
NLV location. (b) IMI database compared to NLV database, in the same way as in
panel (a). The arrows point from the IMI locations to the NLV locations with the
same map coordinates.

The latter effect can be explained by the presence of conduction block
or slow conduction in or near the infarct scar, i.e. near the grey areas in
figure 8.8 (a). This block causes an activation front that starts near the scar
to proceed away from it and activate the ventricle along the opposite wall.
When summed over the qrs interval, the resulting body surface potentials
may well look as if the pattern originated from a site somewhat further
from the presumed zone of block than the actual pacing site. The strength
of this effect decreases with increasing distance between the site of origin
and the infarct location. Zero rotation is observed in the region most distal
to the infarct.

In panel b of figure 8.8 several arrows are located partially outside the
ventricle. These were computed from map coordinates that do not corres-
pond to ventricular positions, that is, map coordinates that are not expected
to be observed in patients. The range of non-physiological map coordin-
ates is larger in the imi group than in the nlv and ami groups, as can be
seen from the several arrows pointing inward from the posterior side in
figure 8.8 (b).
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8.5 Discussion

Infarct scars alter the relation between the site of origin of an arrhythmia
and the resulting qrsi pattern. Due to the variety in scar location and size,
it is to be expected that this disturbed relation may be somewhat unpre-
dictable. Indeed, average localization errors obtained using the continuous
localization method are larger in the ami and imi groups than in the nlv

group (section 8.1). In addition, the maximum error was 37 mm in the nlv

group, 48 mm in the ami group, and 55 mm in the imi group.
Comparing bsm database localization results, i.e., ecg-based results ob-

tained without subsequent pace-mapping, with endocardial measurements
obtained with a basket catheter, Van Dessel et al. reported that bsm local-
ization fails to predict the correct segment or an adjacent segment in 30 %
of pace-maps and 40 % of vt maps in infarcted ventricles [47]. In order
to compare these values with the continuous localization results, “failure”
must be defined for the continuous error estimates. Defining failure, some-
what arbitrarily, as a localization error larger than 20 mm, we obtained a
15 % error rate in the imi group and a 28 % error rate in the ami group. The
latter figure is comparable to the error percentage for pace-maps reported
by Van Dessel et al. The smaller error rate in the imi group may be due
to the usually smaller amount of ventricular myocardium that is destroyed
with imi, as compared to ami [237].

Van Dessel et al. also investigated the mechanisms responsible for loc-
alization errors. Three mechanisms could be identified: extensive lines of
conduction block, multiple exit sites, and endocardial areas with low elec-
trogram amplitudes [47]. Since the presence and effect of these mechan-
isms are not predictable with surface ecgs endocardial catheter mapping
and intra-operative mapping are required to find the site of origin in these
30–40 % of vt morphologies in patients with infarct scars. In these cases, the
role of body surface mapping is confined to guiding the catheter quickly to
a region of interest. In the remaining 60–70 % of vt morphologies, exit-site
localization using body surface map data can be considered to be correct,
and in many cases sufficiently accurate for exit-site localization.
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Chapter 9

Conversion From
Endocardial Coordinates
Into Biplane Fluoroscopic
Projections

The BSM-based localization methods described in previous chapters provide

their results in a coordinate system relative to the heart. It is preferable to

present these results in the biplane fluoroscopic views that are routinely

used to monitor catheter positioning. We investigated how well cardiac

coordinates can be converted into fluoroscopic projections with the lim-

ited anatomical data available in clinical practice. Endocardial surfaces

from MRI scans of 24 healthy volunteers were used to create an appro-

priate model of the left ventricular endocardium. Methods for estimation

of model parameters from biplane fluoroscopic images were evaluated us-

ing simulated biplane data created from these surfaces. In addition, the

conversion method was evaluated using 107 catheter positions obtained

from 8 patients. The median distance between reconstructed positions and

measured positions was 4.3 mm. — Med. & Biol. Eng. & Comput., 2001 (in

press) [197];

9.1 Introduction

Electrocardiographic body surface mapping provides noninvasive localiz-
ation of supraventricular and ventricular arrhythmias, which may be used
to direct catheter mapping prior to radiofrequency (rf) ablation [54, 194].
Methods for electrocardiographic localization of exit sites in the left vent-
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Figure 9.1: Left-ventricular polar projection, illustrating left-ventricular cylinder
coordinates. The apex of the left ventricle is indicated in the middle of the diagram;
the circumference represents the mitral valve ring (MVR). The centre of the aortic
valve ring (CAVR) is indicated. Left-ventricular cylinder coordinates consist of a
relative length `, indicating the distance along the apex–CMVR axis relative to the
length of this axis, and an azimuth α, defined with respect to the position of the
CAVR.

ricle, based on the use of the qrs integral map (qrsi) of a single beat of
a ventricular arrhythmia, were discussed in chapters 6, 7, and 8. These
methods provide their results in a coordinate system relative to the heart,
called “left ventricular cylinder coordinates” (lvcc). These coordinates can
be presented in a schematic diagram, such as the polar plot presented in fig-
ure 9.1 and the more intuitive diagram presented in chapter 7 (page 137).

While these methods can predict the positions of vt exit sites and pa-
cing sites with respect to each other, they do not provide information on the
location of the catheter at intermittent times when no pace map is created.
Such information is necessary when the catheter is being inserted into the
heart, and when it is maneuvered to a new position. The traditional method
of catheter-position monitoring is (biplane) fluoroscopy. Because the radi-
ation involved in this method is harmful for both patient and medical per-
sonnel, alternative methods have been developed, such as magnetic local-
ization [125, 230] and electrical localization [279]. These methods provide
only information on the 3-D catheter position and not on the surrounding
anatomy. Therefore they are commonly applied together with fluoroscopy
in order to reduce fluoroscopy time but not to replace fluoroscopy com-
pletely.

During a catheter-ablation procedure, the physician observes the posi-
tion of the catheter relative to the heart using either fluoroscopy or one of
the alternative methods. He has to interpret this information as well as the
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localization result in the schematic lv diagram, and to translate these to the
anatomical picture he has in mind, before he can move the catheter to the
estimated site of origin of an arrhythmia in the left ventricle. For more ac-
curate operation and shorter time it is expedient to combine these two kinds
of information in a single mode of presentation. For example, with biplane
fluoroscopy the physician’s task is facilitated if the estimated exit site ap-
pears on the biplane monitors, together with the most recent catheter-tip
position. This would provide actual catheter guidance, rather than separate
exit-site localization and catheter-tip localization. Such catheter guidance
can only be provided by combining catheter localization methods, either
fluoroscopic, magnetic, or electric, with arrhythmia localization methods,
viz. electrocardiography.

In this chapter, the feasibility of a catheter guidance system is invest-
igated. Since our group has used mainly biplane fluoroscopy for catheter-
position monitoring, the discussion will concentrate on this method. How-
ever, the method that is presented is applicable to electric and magnetic
localization techniques as well.

9.2 Overview

In order to present localization results on the monitors of the fluoroscopy
system, lvcc have to be converted into fluoroscopic projections. If the po-
sitions of the X-ray sources and detectors are known, fluoroscopic projec-
tions of points in space can be created from their three-dimensional (3-D)
coordinates. The 3-D coordinates of points on the left-ventricular (lv) endo-
cardial wall in turn can be computed from lvcc by projection on the wall if
the wall geometry is accurately known, and if each cross section of the wall
perpendicular to the apex–mitral valve ring axis is star-like with respect
to the intersection point with the axis, i.e., any half-line that lies in a cross
section and intersects the axis, intersects the endocardium exactly once, as
illustrated in figure 9.2. We assume that in the ventricle the deviations from
a star-like shape are small enough to ignore for our purposes.

The lv wall geometry of a particular patient is usually not accurately
known. In most cases, at best endocardial contours obtained by contrast
ventriculography are available during a catheter ablation procedure. There-
fore, we investigated construction of fluoroscopic projections from lvcc

with a simple model for which all the required parameters can be obtained
from the biplane images.

Based on visual inspection of magnetic resonance imaging (mri) data of
the hearts of 24 healthy subjects, we created two models to describe the left-
ventricular wall: 1) a full ellipsoid of revolution of which only a part is used,
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Figure 9.2: Cross section of an imaginary left-ventricular wall, parallel to the
apex–CMVR axis, illustrating the conversion from wall position to left-ventricular
cylinder coordinates (LVCC) and its reverse. The wall is indicated with a solid line,
while a model of the wall is shown with a dashed line. Point P is represented in
LVCC in a unique way. Perfect conversion from LVCC to a wall position is possible
for point P if the wall is perfectly known. For the model in this illustration the
computed position is P ′, and a considerable representation error is made, but the
computed position will be unique. In contrast, if point Q is represented in LVCC,
the reverse mapping cannot be performed in a unique way, because the projection
line from Q to the axis crosses the wall several times. In this case, if the reverse
mapping is carried out using the model, yielding point Q ′, the error will be small
because the model happens to cross the projection line very near toQ. The resulting
position is unique with respect to the LVCC provided that the cross section of the
model model perpendicular to the axis, is star-like with respect to the intersection
point of the axis and this cross section. However, it is not unique with respect to the
original positions. In this example, the cross section of the ventricle perpendicular
to the axis is star-like at the level of P but not at the level ofQ. We assume that, in
practice, such deviations are small enough to be ignored.

and 2) a half ellipsoid of revolution. We studied how well these two mod-
els describe the lv wall geometry by fitting them to the mri data. Second,
we studied whether their parameters can be estimated from biplane fluoro-
scopic projections of the heart. These projections were simulated from the
mri data. Finally, we tested the application of the second model for conver-
sion from lvcc into fluoroscopic projections using both the mri data and
actual biplane images obtained during cardiac catheterization.
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9.3 Materials

Geometric data of the lv endocardial wall were obtained from mr images
of 24 healthy subjects (14 male and 10 female). Their age ranged from 22

to 64 years. The mri scanner used was a 1.5 T Siemens Magnetom SP. The
scanned mr images were perpendicular to the so-called “long axis of the
heart,” based on standard echocardiographic imaging views [28]. This axis
runs approximately parallel to the line from the lv apex to the middle of
the mitral valve ring (mvr). The long axis of the heart is indicated schemat-
ically in figure 9.3. Images perpendicular to this axis are called “short-axis
images.” For each subject, the long axis of the heart was selected using the
procedure described by Burbank et al. [28,95] and the heart was imaged us-
ing about 12 short-axis images at 10 mm distances (Turbo-flash sequence).
An example is shown in figure 9.3. To minimize movement artifacts, these
images were produced during end-diastole by triggering on the peak of
the R wave of the ecg, with the subject holding his breath. The contours
of the lv endocardium (the inner surface of the left ventricle) were discret-
ized from the mr images using dedicated segmentation software. A tri-
angulated representation of the endocardium was constructed from these
contours. The resulting triangulations consisted of 85 ± 17 vertices (range
55–120, depending on the size of the ventricle).

To test clinical applicability, we also used 107 catheter positions meas-
ured with biplane fluoroscopy in eight patients (eight to 21 positions per
patient). These data were taken from the pace-mapping study in patients
with normal cardiac anatomy, previously performed by SippensGroenewe-
gen et al. [236]. For each patient, contrast ventriculograms in the right
(rao) and left anterior oblique (lao) projections were available. Three ana-
tomical landmarks were derived from these ventriculograms by an expert
cardiac electrophysiologist: the apex and the circumferences of the mvr

and the aortic valve ring (avr). From the circumferences of these valves,
their centers (cmvr and cavr) were estimated. In addition, several cath-
eter positions were determined from ventriculograms acquired during the
subsequent catheter mapping procedure. The endocardial contours were
also determined, but were only used for visualization purposes. The bi-
plane image coordinates of landmarks and catheter positions, determined
from the ventriculograms, were converted into 3-D coordinates by taking
cross-bearings. First, a point was identified in both images. Then, the two
projection lines from the X-ray sources to the detectors were specified and
their intersection point was determined. Due to measurement errors, these
lines may fail to cross. Therefore, the intersection point was approximated
by taking the midpoint of the shortest line segment P ′

1P
′

2 that connects the
two projection lines. This is illustrated in figure 9.4. The length of P ′

1P
′

2 was
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Figure 9.3: A short-axis MR image from one of the 24 healthy subjects (male,
age 37 years). The slice was taken perpendicular to the long axis of the heart and
is indicated with a dashed line in the two schematic torso diagrams on the right.
The long axis itself is indicated with an arrow. The image was taken during end-
diastole. A 151 × 112-pixel area is shown. Since the pixel diameters are 1.37 mm,
this area comprises 207 × 153 mm. The bright areas are blood masses. The bright
circular area in the middle of the image is the left ventricle (LV). The LV wall and
interventricular septum are well discernible, but the thin right-ventricular (RV)
free wall cannot be recognized.

used to estimate the accuracy of the measurements. Median values were
3 mm for catheter positions and 4 mm for the anatomical landmarks (cmvr,
cavr, and apex).

9.4 Methods

9.4.1 Fitting ellipsoids

The first model of the lv endocardium, a full ellipsoid of revolution, was
fitted to each mri data set by minimizing the rms distance between the ver-
tices of the triangulated endocardium and the model surface. This ellipsoid
was constrained to have one aphelion located at a vertex designated as the
lv apex. The part of the ellipse that would cover the data points could
be freely chosen by the fitting algorithm. The model parameters were the
semi-major axis a and the semi-minor axis r. These parameters determine
an ellipsoid obtained by rotating an ellipse around the apex–cmvr axis. The
semi-minor axis of the ellipse is referred to as the “radius” of this model.
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Figure 9.4: Reconstruction of a point from biplane ventriculograms. The actual
point P is indicated; the dashed lines indicate its correct projection from the two
X-ray sources S1 and S2 on the detectors. Due to measurement errors, the drawn
lines are measured instead. Since these lines do not cross in 3-D space, the shortest
segment P ′

1P
′

2 that connects them is computed. The midpoint of this segment, P ′,
is used as an estimate for P.

The second model of the lv endocardium consisted of one half of an el-
lipsoid of revolution also with its aphelion located at the apex. In contrast
to the first one, this model had its centre at a fixed position, coincident with
the cmvr (figure 9.5). It follows that the semi-major axis a of this model is
equal to the cmvr–apex distance. With a thus fixed, the radius r was ob-
tained by fitting the model to the vertices of the triangulated endocardium.
Fitting was performed by minimization of the rms distance between the
vertices and the model. The optimal radius is referred to as rf.

9.4.2 Testing

Because the results of the fitting procedures (section 9.5) indicated that
model 2 did not perform worse than model 1, and is more convenient be-
cause its semi-major axis a can be easily determined from the fluoroscopic
data, we selected model 2 for further testing. It was tested for clinical ap-
plicability using actual biplane ventriculograms (see Materials). The semi-
major axis a was made equal to the cmvr–apex distance. The radius was
determined in two ways: 1) as the estimated radius of the mvr, rm; and
2) as the cmvr–cavr distance, ra. The results for these two methods were
subsequently compared. From the 3-D coordinates of the catheter positions
obtained from biplane ventriculograms, lvcc were computed [236]. The
lvcc (length ` and azimuth α) were projected on the model surface and
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Figure 9.5: The half-ellipsoid model of the left-ventricular endocardium, consist-
ing of one half of a surface of revolution with an elliptical cross section. The apex,
mitral valve ring (MVR), center of the MVR (CMVR), center of the aortic valve
ring (CAVR), parameters a and r of the ellipse, and the coordinates α, h, and ρ of
an arbitrary point P are indicated. The h coordinate is defined as h = `a, where
0 ≤ ` ≤ 1. Endocardial cylinder coordinates specify h and α. The ρ coordinate
can only be obtained with the help of a wall model, as presented here. The right
panel shows a cross section of the model through the axis and point P.

the localization errors, defined as the distances between the positions thus
estimated and the measured positions, were computed. For visualization
purposes the lao and rao projections were computed from the reconstruc-
ted 3-D coordinates. Since the fluoroscopic data were not calibrated, we
expressed the error in the 3-D coordinates as a fraction of the individual
ventricular length (the distance between apex and cmvr), multiplied by
80 mm, which is a typical ventricular length, to obtain error estimates in
millimetres. For visualization purposes the lao and rao projections were
computed from the reconstructed 3-D coordinates by simulating X-ray pro-
jections.

The model was tested in a similar way on the mri data, using the ver-
tices of the triangulation as a substitute for catheter positions.

9.5 Results

9.5.1 Fitting the full-ellipsoid model

A full ellipsoid was fitted to each of the 24 mri data sets. Since there was
no penalty for model parts that were far from the data points, the fitting
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Figure 9.6: Ventricular radius plotted against ventricular-length coordinate for a
set of vertices of the triangulated left-ventricular (LV) endocardium obtained from
MRI data of one of the 24 healthy subjects (male, age 27 years). A full ellipse
(model 1, thin line) and a half ellipse (model 2, thick line) are fitted to these data.
Since the azimuthal angle plays no role here, the ellipsoids were “collapsed” to one
angle in this figure. Thus, only a half cross section is shown. About 70 % of the
full ellipse is used in this case. The full ellipse has a slightly smaller radius r than
the half ellipse.

algorithm was free to choose the optimal section of the ellipsoid to use;
only the aphelion and major-axis direction were fixed. This optimal part of
the ellipsoid was expressed as the projection of the most basal data point
on the axis, normalized by the semi-major axis a. This value had mean
and standard deviations of 0.5±0.2 (range 0.1–0.8), indicating that the data
sets resembled a half ellipsoid rather than a full ellipsoid. The median dis-
tance from the data points to this model, pooled over all mri data sets, was
2.1 mm (range 0.0–13.5 mm). An example of a fitted ellipsoid is shown in
figure 9.6.

9.5.2 Fitting the half-ellipsoid model

The half-ellipsoid model was also fitted to all mri data sets. Fitting of the
model comprised fixation of the semi-major axis a to the apex–cmvr dis-
tance and fitting the radius r = rf. An example of a fitted half ellipsoid
is shown in figure 9.6. The median distance from the data points to the
model, pooled for all subjects, was 2.2 mm (range 0.0–14.1 mm). These val-
ues are similar to those for fitting full ellipsoids. Since the semi-major axis
of the half-ellipsoid model can be more easily determined from the data
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than that of the full-ellipsoid model, we concentrated on this model in the
subsequent experiments.

9.5.3 Estimates for the model radius

In the catheterization laboratory, the model radius r has to be obtained from
the biplane ventriculograms since there are generally no 3-D data available
to fit the model. Therefore, we studied the relation between rf, obtained
from the fitting procedure, and the two estimates rm (the mvr radius) and
ra (the cmvr–cavr distance). As an estimate of the mvr radius, we used the
average radius of the most basal short-axis cross section in each mri data
set. Estimate rm performed well: the difference rm − rf was 0.0 ± 0.9 mm
(range −1.6 to +2.2 mm). The distance between cavr and cmvr proved to
be a less accurate estimate for rf: ra − rf was 0.6 ± 5.0 mm (range −7.1 to
+10.5 mm).

9.5.4 Testing the half-ellipsoid model

The method was evaluated using 107 catheter positions obtained with bi-
plane fluoroscopy from eight patients. The model parameters were ob-
tained from the ventriculograms, a being the distance from cmvr to apex
and r being estimated using ra and rm. Cylinder coordinates were com-
puted for the catheter positions and projected on the model. Localization
errors, i.e., distances between the positions estimated by the model and
the positions measured with biplane fluoroscopy, are listed in table 9.1. In
addition, the mean values of all patients and the pooled values for all po-
sitions together, are given. With r = ra, the pooled reconstruction error
for all fluoroscopic data had median 4.3 and range 0.3–17.1 mm. When rm

was used as an estimate for the radius, the errors were somewhat larger
with a median of 4.7 mm and a range of 0.0–26.0 mm. In figure 9.7, rao

and lao projections of the measured and estimated catheter positions of a
single patient are shown in relation to the cardiac anatomy.

For testing the model on the mri data, the r parameter was again es-
timated using rm (mvr radius) and ra (cavr–cmvr distance). With rm, we
obtained a median reconstruction error of 2.2 mm (range 0.0–14.7 mm) for
all mri data sets; with r = ra, the median reconstruction error was 3.5 mm
(range 0.0–18.0 mm).

9.6 Discussion

Two simple models of the lv endocardium, a full ellipsoid of revolution and
a half ellipsoid of revolution, were used to reconstruct catheter positions
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Table 9.1: Localization errors in millimetres for eight patients. For each patient,
the number N of catheter positions, median error, minimum error, and maximum
error are given, for both methods of estimating parameter r, i.e., using 1) the dis-
tance between CMVR and CAVR, ra, and 2) the MVR radius, rm.

localization error localization error

with r = ra with r = rm

patient N median min max median min max

1 8 2.0 0.8 10.2 2.3 0.4 11.7

2 12 7.6 3.1 13.5 3.6 0.0 17.9

3 14 3.2 0.3 13.5 4.7 0.5 14.3

4 10 3.8 1.1 10.1 3.5 0.1 12.0

5 10 2.1 0.7 5.1 5.6 1.7 10.7

6 21 5.3 0.4 17.1 12.2 1.4 26.0

7 16 3.1 0.7 13.4 3.5 0.3 11.6

8 16 5.8 0.8 12.4 3.8 0.0 10.2

mean 13.4 4.1 1.0 11.9 4.9 0.6 14.3

pooled 107 4.3 0.3 17.1 4.7 0.0 26.0

from lvcc. When these models were fitted to the 3-D mri data, median fit-
ting errors were 2 mm for both. We conclude that a half ellipsoid performs
just as well as a full ellipsoid (where the used part of the ellipsoid is selected
by the fitting algorithm). Since the half ellipsoid can be parametrized more
easily, we chose to use this model for further testing with clinical data.

An median representation error of 4.3 mm was obtained over the pooled
positions of all patients when testing the half-ellipsoid model on fluoro-
scopic data. The maximum error in a single patient, taken over all patients,
ranged from 5 to 17 mm. These errors can be attributed in part to inac-
curacies in measuring the actual catheter positions in the fluoroscopic data;
these inaccuracies can be as large as 7 mm [88]. Inaccuracy in the catheter-
position measurement may be an important contribution to the error ob-
tained for position 1 in patient 7 (figure 9.7). In the lao view, the measured
position lies outside the ventricular contour which was determined earlier
by contrast ventriculography. Movement of the patient during the proced-
ure and deformations of the endocardial wall caused by catheter pressure
may also contribute to errors of this kind.

Since we could not infer absolute distances from our fluoroscopic data,
we had to assume a ventricular length of 80 mm for all hearts in order to
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Figure 9.7: Right (RAO) and left anterior oblique (LAO) projections of the left
ventricle of patient 7 (male, age 25 years). Black dots indicate measured cath-
eter positions; open circles indicate the corresponding positions reconstructed from
lleft-ventricular cylinder coordinates using the half-ellipsoid model. The catheter
positions are labelled with numbers from 1 to 16, to facilitate comparison of RAO
and LAO data. The mitral valve ring is indicated with a dashed line. A plus sign
indicates the position of the centre of the aortic valve ring. The contours of the left
ventricle, determined with contrast cineangiography, are shown for convenience;
these contours were not used in our conversion method.

estimate absolute reconstruction errors. For a clinical application, it would
be preferable if absolute sizes could be computed. This would be feasible
if the X-ray source and detector positions are known. However, absolute
dimensions are not crucial for our method. Provided that the landmark po-
sitions are measured with the same system as catheterization is performed,
it is possible to present catheter positions on the fluoroscopy monitors even
if only relative dimensions are known.

By extracting the positions of apex, cmvr, and cavr, as well as the
circumference of the mvr, from the mri data sets and using the vertices

page 176

25th July 2005 15:38



9.6 Discussion 177

of the triangulated endocardium as a substitute for catheter positions, we
could also perform the testing procedure on the mri data. Using the estim-
ated mvr radius rm, the median reconstruction error was 2.2 mm, which is
comparable to the residual error of the fitted half-ellipsoid model (median
2.2 mm). Using ra to estimate the radius, we obtained a less accurate model
with a median reconstruction error of 3.5 mm, and a larger maximum error.
For the fluoroscopic data, the reverse was true: 4.3 mm median representa-
tion error with ra and 4.7 mm with rm as an estimate for r (table 9.1). In ad-
dition, the maximum error was much larger with the latter method: 26 mm
instead of 17 mm. These differences between fluoroscopic data and mri

data can be attributed to the difficulty of detecting the mitral valve contour
in the ventriculograms and recognizing the avr in the mr images. How-
ever, the overall reconstruction errors of fluoroscopic data and mri data
were remarkably similar.

A vt exit site that is localized by bsm-guided pace mapping is generally
used as a starting point for an activation mapping procedure aimed at iden-
tification of a suitable site for radiofrequency ablation [194]. Precise accur-
acy requirements for this purpose are not known. However, occasionally
the exit site itself is a target for ablation. For conventional radiofrequency
ablation, positioning of the ablation catheter within 5 mm from the target
site is required to secure a successful outcome [233]. Although the average
reconstruction errors are below this limit, 12 % of the errors in the mri data
and 45 % of the errors in the fluoroscopic data are larger. Application of
the recently introduced cooled radiofrequency technique for vt ablation is
likely not to require such a high level of reconstruction accuracy because
the cooled-tip catheters produce significantly larger lesions [29, 182].

For a better understanding of the limitations of the model employed
here, we fitted ellipses to the short-axis cross sections of the triangulated
endocardia obtained from the mri data. These ellipses (x, y) had a free
origin (x0, y0), semi-major/minor axes a, b, and orientation θ

(

x

y

)

=

(

x0

y0

)

+

(

cos θ sinθ

− sinθ cosθ

)(

a cosφ

b sinφ

)

.

Subsequently, we analysed the parameters a, b, and d, where the “centre
offset” d = [(x0 − xa)

2 + (y0 − ya)
2]1/2 is the distance between the centre

of the fitted ellipse and the intersection point of the cross section with the
apex–mvr axis, (xa, ya). Results for all subjects are shown in figure 9.8. The
excentricity of the fitted ellipses was small, as can be judged from figure 9.8.
The distance dwas small compared to a and b in most cases except for sev-
eral cross sections in subjects 3, 10, and 22. The largest fitting error found
was 3.7 mm. When circles with fixed origin (x0, y0) = (xa, ya) were fitted,
the maximum error was 13 mm. This suggests that a more complicated
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Figure 9.8: Major axis a, minor axis b, and centre offset d resulting from fitting
ellipses to short-axis cross sections of 24 subjects. Cross sections were made at 10-
mm intervals. For each subject, the two lines on the left of the diagram indicate the
semi-major and semi-minor axes as a function of the ventricular length coordinate.
The bars that extend on the right of the axis indicate the centre offset. Note that the
direction of the major axis and the direction of the offset are not indicated in these
diagrams. In four subjects (3, 8, 10, and 23), the most basal cross section could not
be fitted because there were not enough data points (fits were automatically rejected
if the gap between successive points was more than a quarter circle).

model consisting of non-aligned ellipses, as depicted in figure 9.9, could
represent the ventricle better in subjects like numbers 3, 10, and 22 (fig-
ure 9.8). Of course, more information than just the apex and valve positions
is needed to set up such a model.

Several other models were used previously to represent the lv endocar-
dium; an exhaustive list was given in a recent review by Frangi et al. [68].
Simple models of the entire lv wall were used for simulation of cardiac
excitation and recovery [142, 184] but may be too inaccurate for our pur-
pose. A bullet model was applied for lv-volume computation using echo-
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apex

MVR

Figure 9.9: A model of the left ventricle consisting of non-aligned ellipses. The
apex and mitral valve ring (MVR) are indicated. The axes and centre of each
ellipse can be determined from the points of intersection of the contrast fluoroscopic
outlines with the plane of that ellipse.

cardiography [181]. A full ellipsoid is commonly used for contrast fluoro-
scopic lv-volume computations [49]. A half ellipsoid was previously used
by Gustavsson et al. [85] as an initial approximation of the lv shape, which
was meant to be refined with data from 2-D echocardiograms. One could
also use a triangulated model of a “standard” heart or a heart properly se-
lected, using simple patient information, from a database like the currently
applied mri data sets. Finally, one could fit a spline surface in three di-
mensions to the cardiac contours if these are available. This would require
3-D echocardiography, mri, or ct imaging prior to an ablation procedure.
Electron beam computed tomography (ebct) may be able to provide even
more accurate images of the heart [50]. However, in current clinical prac-
tice, usually only low-intensity biplane ventriculograms and perhaps pre-
viously created contrast cineangiograms, are available. Therefore, for our
model we opted to use only the positions of the apex, cmvr, and cavr, and
optionally the radius of the mvr. Still, it may be of interest to develop a
method that can use mri or ct scans if they happen to be available.

In an on-line clinical application for guidance during catheter mapping
and ablation of ventricular arrhythmias it may be possible to obtain cath-
eter positions at any time from the biplane images or from other catheter
localization modalities [230,279]. If it is also known at which times the cath-
eter tip touches the endocardial wall, this 3-D position information can be
used to adapt the model instantly.

We chose the fluoroscopic projections as a presentation mode because
they play a key role in the electrophysiology laboratory. Perhaps it seems
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more straightforward to present the heart geometry and catheter positions
as a 3-D image. However, presentation of quantitative 3-D information is
difficult. The use of a stereoscope, red-green glasses, or lcd glasses may
be too distracting as the physician also has to observe the real world of the
laboratory. Presentation on a normal video display would require depth
cues, which would make the scene rather busy in the presence of many
anatomic landmarks and catheter positions. A solution might be to use 2-D
projections of a 3-D image that is maintained by the computer. If projec-
tions are used, it is preferable to choose projections that are familiar to the
physician, i.e., either rao and lao or frontal and lateral projections. This
approach would allow for easy comparison of catheter positions and elec-
trocardiographic localization results, particularly if the data can be com-
bined with the biplane fluoroscopic images on a single monitor.

Since presentation of data on monitors in the catheterization laborat-
ory can only be performed by the manufacturer of the equipment, proto-
type systems will have to use their own monitors. However, in our exper-
ience, a standard video output is often provided with fluoroscopic equip-
ment. This makes it possible to superimpose catheter guidance information
on fluoroscopic images on an additional video monitor. Such a prototype
will obviously not reduce the number of monitors, but does improve the
presentation of the data to the physician by superimposing the image and
displacement advice. It will thus reduce the number of monitors that the
physician has to observe while maneuvering the catheter in the cavity. The
original monitors, which have a much higher resolution than the standard
video signal provided for external systems, may be needed in other phases
of the procedure.

Although the standard rao and lao projections are almost always used
for fluoroscopy during electrocardiographic catheterization procedures, the
physician sometimes chooses different directions for a specific patient. For
example, a 60◦ LAO projection with 25◦ cranial angulation may be used to
obtain a better view of the lv outflow tract [222]. An implementation of our
method should therefore be able to produce any desired projection.

A direct advantage of our method is that it provides a quantitative and
objective alternative for a procedure that the physician now has to carry out
by visually relating the lvcc provided by our electrocardiographic localiz-
ation methods to the fluoroscopic projections. In conclusion, presentation
of ecg mapping data directly in biplane fluoroscopic projections provides
a novel, accurate, and intuitive method to guide catheter positioning and
mapping prior to ablation of cardiac arrhythmias.
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Chapter 10

The MAP
LAB Software for

Integrated Mapping

Analysis of multichannel ECG recordings requires special software. We

created a software package and a user interface on top of a commercial

data analysis package (Matlab) by a combination of high-level and low-

level programming. Our software was created to satisfy the needs of a

diverse group of researchers. It can handle a large variety of recording

configurations. It allows for interactive usage through a fast and robust

user interface and batch processing for the analysis of large amounts of

data. The package is user-extensible, includes routines for both common

and experimental data processing tasks, and works on several computer

platforms. The source code is made intelligible using software for struc-

tured documentation and is available to the users. — Comp. Meth. Prog.

Biomed. (in press) [208].

10.1 Introduction

Electrocardiographic body surface maps and high-resolution intracardial
maps typically consist of many signals sampled simultaneously. Record-
ings with over 500 leads have been reported [18]. Our group records map-
ping data with 64 up to 247 leads which are sampled with frequencies ran-
ging from 0.5 to 4 kHz and 8, 14, and 16-bit resolution at bit steps of 0.73

up to 40 µV [172]. Datafile sizes range from 48 kB to circa 300 MB. A variety
of recording situations is employed, resulting in intracardial electrograms,
surface electrograms, electrograms recorded in cell cultures, and combined
multichannel endocardial and body surface map (bsm) recordings [48].

The methods that are used for the analysis of multichannel ecg record-
ings differ strongly from those for single-lead or standard 12-lead ecgs. The
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large number of channels makes visual inspection of all waveforms almost
impossible: even if an experienced investigator were to inspect one elec-
trogram per second, it would take more than eight minutes to evaluate a
500-lead recording. On the other hand, the availability of data sampled at
many sites does enable spatial representation of parameters such as poten-
tial or activation time using, for example, pseudocolour maps. In addition,
computer algorithms of varying complexity are employed to convert the
large amounts of data into concise diagnostics. Standard ecg-analysis tools
are therefore inadequate for multichannel ecg (mecg) analysis.

10.2 Background

Analysis of multichannel ecg data requires specialized software. Due to
the variety in research purposes and available hardware, many custom
software packages were created in laboratories involved in electrocardio-
graphic research. However, it is advantageous to make such software as
general as possible, making it applicable at many different laboratories.
This could prevent repetition of effort and make implementation of diffi-
cult algorithms and a sophisticated user interface more worthwile. We shall
analyse some requirements for such software and present a software pack-
age that is aimed to fulfill these requirements and to be general enough to
be useful for several research groups.

10.3 Design Considerations

Interactive processing is required in various situations. For example, if
analysis of bsm recordings is used on-line to guide catheter ablation of an
arrhythmia, a computer program can perform all computations, but the
physician has to select the qrs complex of interest [194, 212]. An interact-
ive system is also expedient if data are processed off-line but with input
from a human expert. Such a system should, for example, be able to apply
baseline corrections, integrate over time, and produce maps of potentials
and integral values in several different styles (figure 10.1). It has to detect
activations in intracardial recordings and qrs complexes in bsms, and allow
the user to correct detection results interactively. For research purposes, it
is necessary that new algorithms can be incorporated with little effort in
a user-interface package so that they can be tested interactively. Such in-
corporation of new program parts should preferably not break the existing
software, even if there are errors in the experimental parts, since such er-
rors are very likely to be present, and would otherwise necessitate many
re-starts of the sofware, which may consume much time.
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(a)

(b)

(c)

Figure 10.1: Examples of body surface maps. (a) Large format, used to show
details clearly. Potential values are indicated with isopotential lines; solid lines
are used for the positive area, dash-dotted lines for the negative area, and a dotted
line for the zero level. The area with positive potentials is shaded. Maximum and
minimum are indicated. Above the map, the positions of shoulders, sternum, and
spine are indicated schematically. (b) Economy-size map. All contour lines are
drawn in a solid style because their curvature is too high for display in a dashed
or dotted style. (c) Special format for unsigned data, such as squared potentials.
Both contour lines and grey values are used to display the values. In this map, the
schematic torso anatomy was omitted as is often done when many maps are shown
in a single display.

There are also circumstances where batch processing of data is more
appropriate. For example, to create and test a new algorithm it is often ne-
cessary to go through the cycle of changing and testing a program several
times, while testing a large number of recordings. The creation of programs
for such jobs is easier if separate routines are available for basic tasks such
as loading of recordings from file, baseline correction, and activation de-
tection. Note that these are tasks that are also performed in an interactive
analysis program.

Interactive and noninteractive software thus have many requirements
in common. Creating them in the same programming environment has the
advantage that basic routines can be shared, and that interchange of data
between interactive and noninteractive software is more easily achieved
than when both are completely separate programs. It is expedient if basic
routines for tasks like sorting, differentiation, principal components analy-
sis, and notably graphics presentation are already present in the program-
ming environment. The same applies to user-interface routines; for the
creation of interactive software, the need of an easily programmable user
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interface is obvious. Batch programs can also benefit from user-interface
facilities, particularly in the testing stage. For example, when inspecting
outliers in a scatter plot, it is desirable to just click on a data point with
a pointer device to view the corresponding ecg data. A convenient way
to achieve this is by making calls to an existing user-interface package in
the same programming environment. The common environment is a clear
advantage in such cases.

Software documentation and source control are indispensable, particu-
larly for experimental software. Good documentation facilitates mainten-
ance of software. Source control, by which we mean the automated log-
ging of changes to software, provides crucial information to the program-
mer who wants to change an existing program. Such a system can also
provide file locking services, which prohibit multiple programmers over-
writing each other’s changes by accident, thus facilitating the work of a
team of scientists and programmers cooperating on a project.

In conclusion, research in the field of multichannel electrocardiography
can strongly benefit from a software package that has both a user interface
and a programmer interface, provides basic as well as sophisticated ecg

analysis routines, has access to existing graphical, mathematical, and user-
interface programming libraries, and is well documented and organized.
We describe how we created and worked with a software package that ful-
fills all these requirements. We shall not discuss the algorithms that are
used, since the purpose of our software is to provide a framework for the
implementation of algorithms, and not to make a selection from them. In
fact, several alternative methods were implemented for particular tasks, so
that users can make their own choices.

We chose to create our software under an interactive programming en-
vironment (ipe). By ipe we mean an interactive program that can execute
typed commands and programs or “script files.” An ipe can include librar-
ies of mathematical, graphical, user interface, and other functions. It can
be platform-independent in the sense that the same commands have equi-
valent results on different platforms. It is an advantage if an ipe can com-
municate with external programs or call functions written in a system pro-
gramming language to allow efficient handling of bottleneck operations. It
is also advantageous if the ipe programs are plain-text files, because this
facilitates documentation and source control (section 10.4.2). “Visual” pro-
gramming languages and ipes with a graphic programming interface are
therefore less suitable for our purposes. An ipe can also be an extremely
versatile debugging program because it allows access to internal data at
any time, can use its graphical capabilities for display of debugging out-
put, and may permit substitution of program parts without restarting the
whole program.
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10.4 System Description

10.4.1 Choice of platform

The ipe we used was Matlab (The MathWorks Inc., Natick, ma, usa), a
program that can apply mathematical operations to matrices, has functions
for graphics and user interfaces built-in, and includes libraries of mathem-
atical routines. Apart from platform-specific bugs, Matlab programs run
without modification on several operating systems and computer architec-
tures. This allowed us to develop the software and do our experimental
work on a unix system while also providing code for ms-windows and
Apple Macintosh systems.

Interpreted programs run slower than system programs. Modern com-
puters are capable of running an interpreter fast enough for a user interface
or small computations, but for bottleneck operations such as baseline cor-
rection of a multilead ecg it could be necessary to write a function in a
compiled language and use this function in the ipe. The ipe we use, sup-
ports dynamic linking of functions programmed in the C language. We
used this feature selectively for often-used routines that caused significant
delay when programmed in the ipe language.

The C functions are a limitation to platform-independence because they
must be compiled specifically for each platform. We made our C sources
compilable for all platforms used, by programming strictly conforming to
the ansi standard, without using compiler-specific or platform-specific lib-
raries, whenever possible. We had to resort to platform-specific code at two
occasions: when implementing directory reading and for tcp/ip commu-
nication (section 10.5.1).

10.4.2 Documentation and source control

We chose the “literate programming” technique [129, 130] (Appendix A)
to document our software. A “literate” program is written in the style
of a monograph and consists of small pieces of code which are written in
the programming language(s) of choice—in our case Matlab and C. These
code fragments are called “refinements” and can be partially or completely
defined in terms of each other. Each refinement comes with a document-
ation part, written in a document formatting language—in our case LATEX.
This means that the program documentation can include mathematical for-
mulae, graphics, references, indexes, etc. The refinements can be presented
in any order the author wishes. By application of refinements in other re-
finements the code is ordered for the compilers’s purposes. Because the
documentation parts can be large compared to the code parts, without ob-
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scuring the program structure, it is possible to give a thorough description
of the code, explaining not only what it does, but also why it does so. The
latter is often neglected in traditional software documentation, but highly
important for scientific and experimental software. Literate programming
systems allow the definition of multiple program files in a single docu-
ment. This facilitates comprehensive documentation of interrelated pro-
gram files. A small program, illustrating some of these aspects, is shown in
Appendix A.

Our C-language functions were created and documented with the cweb

system [132]. For the Matlab programs we created a literate programming
system, called mweb [203]. We also made provisions to include cweb and
mweb programs in LATEX documents [202] and to implement a uniform lay-
out of the circa 90 program documents. The documentation could be prin-
ted and was also made available on our internal web server as hypertext in
pdf format.

Additional tools were the Revision Control System (rcs) [22], which
provided for automated revision archiving, the standard unix make pro-
gram and a few small programs written in a scripting language (Perl [269])
to control the compilation process.

10.4.3 Structure

To accommodate both interactive use and batch processing we created two
packages: a low-level toolbox, called maplib, and a user interface, called
map

lab, which was created using map
lib routines. The toolbox contains all

routines that interactive and noninteractive programs can share; it can also
be used independently for batch jobs and for user-created additions. Com-
munication of data between map

lab and batch jobs is done with ipe vari-
ables, and with files if the data have to be passed between invocations of
the ipe.

The user-interface package consists of several tens of functions, whose
syntax is documented in the source files. This allows experienced program-
mers to make calls to the user interface from experimental programs, for
example to inspect internal data of these programs with existing tools. It
is also possible to let user-created programs be called from map

lab. This is
done by a general hook mechanism. Programs that run in the ipe can add
a code fragment to one of maplab’s hooks. This code fragment is then ex-
ecuted whenever the hook is activated, e.g., every time a new file is loaded,
an activation marker is moved, or baseline adjustment is performed. Some
of map

lab’s programs are activated by this hook mechanism as well.

Two new file formats are used by our software: a datafile format for
storage of ecg data and a metafile format for descriptions of data (we con-
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sider it undesirable to store such descriptions in the datafile itself because
the integrity of the datafiles, which may contain clinical data, must be guar-
anteed, and because datafiles are often stored on a read-only medium such
as cd-rom).

A metafile contains the name of a datafile and a set of time instants such
as begin and end of a qrs complex and activation times which refer to the
datafile. The aim of the metafile format was to store descriptions of data-
files on disk. Metafiles can be loaded in the map

lab package in the same
way as datafiles. The software will then load the corresponding datafile
and place the time markers at the positions indicated in the metafile. This
makes it convenient to load, for example, previously determined time in-
stants for baseline correction together with the datafile. Our metafiles are
often used to postprocess hand-made analyses in a batch job. In addition
to the datafile reference and time instants, a metafile can contain a check-
sum to allow verification of the identity of the datafile, a time-stamp, and
an identification of the researcher and the analysis software. The software
finds a datafile by the name and location recorded in the metafile. If the
file is not found at the specified location, for example because metafile and
datafile were transported to a computer with a different directory structure,
the software will search for it by means of a configurable search path.

The datafile format is discussed in section 2.5.4. The two file formats
are designed according to the iff metaformat [178], which also underlies,
e.g., Amiga’s ilbm format. This design allows extensions (such as new com-
pression types [149], or additional parameters) with backward and forward
compatibility.

10.4.4 Generality

The map
lab package was designed to cope with every possible electrode

configuration, including body surface map configurations [98] and vari-
ous grids for intracardial recordings (figure 10.2). Regular and irregular
one-, two-, and three-dimensional shapes [155] can be handled. For each
configuration, an electrode definition file was created, which specified the po-
sitions of the electrodes, the corresponding lead numbers, and the type of
lead (surface, endocardial, epicardial, etc.). Users can create such files when
they employ new grids or need to make ad hoc changes to compensate for
wiring errors. The software uses this configuration information to display
maps taking into account the differences between types of leads. For ex-
ample, it does not automatically perform activation detection in surface
leads, which would be meaningless.

Potential maps, integral maps, activation time maps, and maps of other
data can be displayed in several different formats. It is possible to indicate
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(a) (b)

(d)(c)

Figure 10.2: Examples of electrode configurations. Dots indicate electrode posi-
tions. (a) Sixty-four-channel body surface map configuration. This configuration
was used for the maps in figure 10.1. This is a cyclic grid; the rightmost column
of electrodes is repeated on the left, indicated by open circles. The vertical inter-
electrode distance s is approximately 3 cm; the electrode diameter d is 1 cm. (b) A
105-channel configuration for intracardial maps, s = 0.8 mm, d = 0.1 mm. (c) A
3-D multielectrode with 197 terminals fitting in the left atrium of a dog, s ≈ 1 mm,
d = 0.1 mm [155]. (d) A star-shaped grid used for cell cultures of cardiac myo-
cytes; s = 300 µm, d = 24 µm [12]. Cells grow only in the white area.

data values for electrodes with an interpolated or non-interpolated pseudo-
colour map. In addition, data values can be printed at the electrode posi-
tions, and several contour algorithms are available to draw, for example,
activation isochrones (figures 10.4, 3.8, 3.9, 3.10). One of these is the “iso-
map” algorithm presented in section 3.7. Data for pseudocolour maps,
texts, and contours can be chosen independently; this facilitates compar-
ison of e.g. potential maps to an activation (isochrone) map.

10.4.5 Features

The maplab package is intended as a basis for development and implement-
ation of algorithms. It includes basic, established, and experimental al-
gorithms. Among the implemented routines are various filters, zeroth- and
first-order baseline correction, qrs detection [123], arrhythmia localization
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by body surface mapping using either databases [194, 236] or a continu-
ous algorithm [212], a configurable activation-detection algorithm, com-
putation of nondipolar content [1, 211], signal alignment and signal aver-
aging, and various display methods discussed above. As mentioned in sec-
tion 10.3, we shall not go into details about the algorithms.

Important features are the possibility to edit results of automatic ana-
lyses, such as activation detection, by hand quickly and easily, and the
provisions for storing such edited results for later review or processing by
batch jobs.

The software package creates several windows on the screen; each win-
dow displays the data or a part of the data in a different way, and con-
tains user-interface controls for tasks relevant to the kind of display. For
example, the Channel window (figure 10.3) shows one or more ecg tra-
cings and contains a user interface for selection of time instants, baseline
correction, filtering, etc. In contrast to this temporal display, the Map win-
dows show data in the spatial domain, such as potential maps and activ-
ation maps. Examples are shown in figure 10.4. Time instants for maps
are selected in the Channel window, and working channels can be selected
conversely from Map windows by clicking at electrode positions.

We chose to have multiple instances of some windows, while other win-
dows could be one-of-a-kind. For example, multiple Map windows can
show potential maps and activation maps simultaneously. In contrast, only
one Channel window was needed, because it can show as many simultan-
eous ecg tracings as the user wishes and because it is usually preferred to
display all ecg tracings in a single frame.

Another window that can have multiple instances is the Localizer win-
dow, which shows results of arrhythmia localization obtained with body
surface maps. Multiple instances of this window were desirable because it
is useful to see results for different cavities or by different algorithms at the
same time (figure 10.5). Localization is performed either by comparing qrs

integral maps to database maps [236] or by a continuous algorithm [212].
Databases exist for human ventricles and atria [236,239,240]. The Localizer
windows can present localization results in several different diagrams for
both ventricles and atria.

For each window there are one or more programs to create and main-
tain that particular window. We tried to make the programs corresponding
to different windows as independent as possible, but some interrelations
were inevitable, for example to keep track of a “current channel,” rejected
channels, and marker values in different windows. Most relations, how-
ever, are hierarchical; for example, a button in one window can make a call
to a function that creates another window.

page 189

25th July 2005 15:38



190 Chapter 10. The map
lab Software for Integrated Mapping

Figure 10.3: Channel window. The vertical lines between the ECG tracings and
the two dots on the lowest tracing are called “markers” and are used to indicate
time instants. Dot-shaped markers indicate instants that are applicable to a single
lead, e.g. activation times, while line-shaped markers are used for instants that
apply to all leads, such as onset and offset of the QRS complex. The markers can
be placed automatically by the software, for example by the activation-detection
routine, as well as by the user, by dragging them with a pointer device.

10.5 Discussion

Software for mecg analysis should be fast, flexible, extensible, easy to pro-
gram, and easy to use. These requirements are partly at cross-purposes.
The software we created is flexible, but not as fast as would be possible
if it were implemented entirely in a system programming language such
as C. This is a trade-off between programming efficiency and usage effi-
ciency. User responses are fast enough if a modern computer is used. For
example, on a Pentium-ii pc at 233 MHz, drawing an annotated isochrone
and pseudocolour map (as in figure 10.4) with 121 electrodes takes approx-
imately 0.3 s, activation detection on 121 channels and 130 samples takes
about one second, and dragging of markers happens with no noticeable
delay.
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Figure 10.4: Activation Map window (left) and body surface map (BSM) window
(right). The activation map is shown with isochrones, pseudocolours, and texts.
The white lines in the activation map represent lines of block, as determined by
the activation time difference between adjacent electrodes. A white area represents
electrodes where no activation was detected within the current complex. The BSM
window shows the body surface QRS integral map corresponding to this activation
map. The format of this map is quite different from that shown in figure 10.1; the
pseudocolour map used here can be generated faster and is useful for display on a
computer monitor. A contour plot as in figure 10.1 is more suitable for hardcopy.

Figure 10.5: Examples of Localizer windows. Several of these windows can be
active in a single map

lab session while each of them displays localization results in
a different format. The middle and right windows show database localization res-
ults [236], indicated in a left-ventricular pseudo 3-D plot using different databases.
The title of the right window indicates that this is a (psuedo) 3-D left-ventricular
diagram (lv3d) featuring the anterior myocardial infarction (AMI) database. At
the righ side of this window, the 5 best-correlating segment numbers are indicated
with the correlation values in percents. The left window shows continuous localiz-
ation results [212], given in a schematic diagram of the left ventricle. Numbers (in
this case 1, 2, and 3) are used to indicate localized positions; these numbers can be
clicked with the mouse to reload the corresponding ECG data.
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One requirement for the package was that it would be extensible. Sev-
eral extensions have been written and subsequently incorporated in the
package. One such extension constitutes the interactive display of a three-
dimensional (3-D) multielectrode for the left atrium of a dog heart [155]
(panel c in figure 10.2). The left atrium is a complex 3-D structure that
cannot be mapped on a flat surface without losing important geometrical
information. To overcome this problem, the 3-D shape of this 197-electrode
device was obtained from ct scans and stored as a triangulated surface,
which was visualized on the computer. Measured potentials and activation
times were displayed on this surface, and electrode positions were indic-
ated. The object could be rotated with the mouse to allow inspection of all
sides. This software was written in the same ipe as map

lab so that it could
easily interface with the latter. For example, analysis of ecg leads was per-
formed with map

lab and results are presented directly on the surface. Elec-
trode markers on the surface could be clicked with the mouse to show the
corresponding ecg tracing in maplab’s Channel window (figure 10.3). The
special window thus operated in the same way as map

lab’s own Activation
Map window.

On several occasions, we implemented new methods first as small Mat-

lab scripts, then improved them, and finally re-implemented them in C for
better performance.

A minor drawback of an ipe is that—in principle—it allows the user to
corrupt internal data. Therefore, we used variable names that are unlikely
to be used by accident and while doing so we experienced no problems in
this respect.

As it stands, our software is less suitable for real-time clinical applica-
tions, such as bsm-guided catheter ablation [194]. Although it can serve as
a prototype in the hands of an experienced operator during clinical evalu-
ation of a new procedure, it is too complicated and perhaps not sufficiently
robust for routine clinical use. For such purposes, dedicated software and
hardware, such as created previously for bsm procedures [154], remains a
better choice.

The software is used by several medical and biomedical researchers in
both clinical and fundamental research groups [12, 42, 48, 81, 82, 92, 93, 118,
122, 157, 193, 194, 220, 240, 275]. The software has been used for the creation
of graphics for several years [42, 193, 194, 240]. Examples of map

lab’s graph-
ical output are shown in figure 10.1 and in the maps shown elsewhere in
this thesis. It has become the primary tool for several research groups and
has played a part in many clinical and experimental studies [12, 48, 81, 82,
92, 93, 118, 122, 157, 220]. The map

lib toolbox and the map
lab interface were

used in all ecg-related studies performed by its authors [206, 211, 212, 275].
The resulting experience and the frequent contact with other users have
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accelerated the development of the system.

Platform-independence turned out to be important. We programmed
most comfortably on a Linux system. Linux, a unix implementation for
the ibm-compatible pc and other architectures, is a robust operating system
for which all programmer’s tools, such as a powerful text editor, text pro-
cessing tools, C compiler, TEX system, make, and rcs are readily available,
stable, free, and working seamlessly together. The system’s robustness is
even more important for programmers than for other users: segmentation
faults are common during development and a unix system handles them
gracefully without consequences for other processes or the operating sys-
tem itself, even after hundreds of segmentation faults have occurred. On
the other hand, two or three segmentation faults of our software or prob-
lems in other applications sufficed to crash any version of the ms-windows
system. However, most users prefer systems such as ms-windows or the
Apple Macintosh. Therefore, we wanted to generate code for these plat-
forms but develop it on a unix system.

We found that literate programming (Appendix A) makes our programs
more readable for ourselves and for others. It allows the authors of map

lab to
understand, comment, and change each other’s programs. Our experience
confirms the observation that literate programming encourages the pro-
grammer to scrutinize the code [130]; many a misconception was brought
to light by trying to explain the code.

Source control using the rcs system [22] and software building using
the make program (which is standard software on unix systems) allowed
different programmers to work on the same set of source files without the
risk of overwriting each other’s changes and to create consistent distribu-
tions of the package at any time.

10.5.1 Submitting diagnostic information through Internet

One feature of the map
lab software that has not been discussed yet is its

ability to submit error reports through the Internet. All software, and es-
pecially software that is continuously under development like map

lab, can
emit several kinds of error messages. These include reports of relatively
harmless user errors as well as possibly fatal errors that occur due to bugs
in the software. The latter are important for the development team. Even
if the developers use the software themselves and may encounter the error
message in practice, it is very likely that they use the software in such a
way that some problems never occur, while they do occur with other users.
It is therefore important that such errors are reported.

Our experience has shown that users cannot be relied upon to pass such
reports to the authors of the software. Therefore, we developed routines
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that submit such reports automatically over the Internet. Several problems
in the software have since been solved due to reports received in this way, to
the surprise and satisfaction of the users who encountered the error before.

Several problems had to be solved for the implementation of Internet
logging. The first problem was that although network communication pro-
tocols are standardized (tcp/ip), the software libraries that can be used for
this purpose are system dependent. On unix systems, a standard imple-
mentation, called the “sockets” interface, can be used. A similar interface
is available for ms-Windows, but it differs enough from the unix interface
to require a few tens of exceptions in our code (using “#ifdef” in the C lan-
guage). We have made no attempt to implement Internet logging on Macin-
tosh computers.

The next problem was presented by company firewalls. The map
lab soft-

ware is typically used on computers connected to hospital or university
intranets that are connected to the Internet through gateways known as
“firewalls” because they run software that prevents unauthorized connec-
tions. It depends on company policy what is authorized; in many cases
this policy prevents the creation of a direct tcp/ip link between a computer
inside, and another outside the hospital. In our case, the computer that re-
ceives the reports is connected to a hospital intranet as well, and its firewall
prevents connections to be made from outside the hospital.

We circumvented problems with firewalls by using the Internet mail
protocol (smtp) to submit the error reports. This protocol does not require a
direct link between the submitting and the receiving computer. Mail is sent
to a dedicated “mail server” and from there submitted to the mail server
at the receiving end, from where it can be picked up by the receiving com-
puter. An example diagnostic message is presented in figure 10.6.

Obviously, Internet logging does not work on computers that are not
connected to the Internet. In addition, it is problematic on computers that
are connected by a non-persistent link, such as a telephone line, where an
automatic logging mechanism may cause a connection to be made at in-
convenient times. Therefore, it must be made easy for the user to switch off
the automatic submission of log reports—in such a way that the user is not
tempted to do so in situations where internet logging does no harm.

Another application of Internet logging is the acquisition of usage stat-
istics. Every invocation of a user-interface element in map

lab (buttons, menus,
etc.) is counted, and at the end of a session these statistics are submitted to-
gether with the error reports. This allows the authors of map

lab to find out
which functions are used most, and it can help them to decide which user-
interface elements should have the most prominent positions. For example,
if a menu item appears to be used very often, it may be replaced by a button
that can be clicked directly. Conversely, buttons that are rarely used may
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1 BS_LOG_MESSAGE $Revision 1.19 $

2 MyName = <980600079>

3 MyFullName = <980600079.amc.uva.nl>

4 MyIPAddr = <145.117.46.205>

5 MyRealName = <amcip0787.amc.uva.nl>

6 MaplabVersion = 1.43.85

7 found a log file:

8 > bs_log: found host <barlaeus.ic.uva.nl>

9 > bs_log: connected to <145.18.68.50>

10 > bs_log: R: 220 barlaeus.ic.uva.nl ESMTP Sendmail 8.9.3/8.9.3;

11 > bs_log: S: helo 980600079

12 > bs_log: R: 250 barlaeus.ic.uva.nl Hello amcip0787.amc.uva.nl

13 > bs_log: S: mail from:<maplab%gnu@amc.uva.nl>

14 > bs_log: R: 250 <maplab%gnu@amc.uva.nl>... Sender ok

15 > bs_log: S: rcpt to:<mlog%gnu@amc.uva.nl>

16 > bs_log: R: 250 <mlog%gnu@amc.uva.nl>... Recipient ok

17 > bs_log: S: BS_LOG_MESSAGE $Revision 1.19 $

18 > bs_log: RealTime = <4> seconds

19 > msg = <load file 131*1792 ’unknown’>

20 > msg = <load rec 2 from 131*1792 ’unknown’>

21 > msg = <load file 241*7168 ’tdp’>

22 > BEGIN ERROR

23 > Reading header failed. RecNr too high?

24 > END ERROR

25 > msg = <load rec 1 from 241*7168 ’tdp’>

26 > msg = <load file 241*7168 ’tdp’>

27 > BEGIN ERROR

28 > Unforeseen error in MapLab

29 > please inform the authors about this

30 > line 1814 of bs_chn.m in channel.web,v 1.260, ID = 102

31 > lasterr = Index exceeds matrix dimensions.

32 > END ERROR

Figure 10.6: Example map
lab log message. It starts with the revision number of

the sending program, which identifies the format of the message. Lines 2–5 identify
the sending machine and line 6 the software version. The program then reports that
it found a log file, which contains a report of the previous session. Lines 8–32 show
this report. The report starts with a transcript of the communication between the
previous invocation of the sending program and the mail server. On line 19, the
actual diagnostic report begins. Lines 19–21 show that datafiles were loaded. The
file type is indicated but the file name is not, in order to protect privacy. Line 22

displays a “user error:” the user attempted to load the next recording from the file
while there was none (the software cannot currently test for this circumstance in
advance). Lines 27–32 display an “unforeseen error” which means that a part of
map

lab was interrupted by Matlab. This usually indicates a bug in the map
lab

code. This error triggered an immediate submission of the log file.
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be removed to save space.

10.5.2 Conclusion

The map
lab software is available free of charge for research purposes. Our

work has several other aspects that may be of interest to other researchers
either in the field of electrocardiology or other disciplines. Our approach
to interaction between a user interface and batch-job programming, as well
as the combination of documented and revision-controlled software with a
commercial data-processing package, may be of general interest.

Our work may also be helpful to researchers who have to choose new
data analysis software either in ecg analysis or in other areas. Options
range from home-grown programs in a low-level programming language,
via higher level or visual programming languages, ipes, to off-the-shelf
data analysis packages. The latter are not suitable when experimentation
with new algorithms is needed. Visual programming languages have the
disadvantage that they cannot be combined with general tools for literate
programming and source control, which require plain-text program files.
We chose an ipe because it allows a combination of high-level and low-level
programming and interactive development, and—in our case—is largely
platform-independent. Because our ipe uses plain-text program files, we
could apply literate programming and source control. We thus obtained
a compromise between program speed, programming speed, ease of use,
flexibility, extensibility, and readability that serves us well.

10.5.3 Future plans

The software described here facilitates the implementation of data pro-
cessing methods for multichannel ecgs and allows biomedical researchers
to use them interactively. Researchers with some programming skills have
already written extensions and also use the software for batch processing.
Availability of a graphical user interface during batch-job programming
was found to be very useful. These properties make the software suitable
for continuing development. We expect that a growing user community
will create custom extensions and that we shall be involved in several pro-
jects where extensions of the software are desired that are more difficult to
program. In addition, we shall continue to improve the software, particu-
larly in those places where weaknesses exist or develop. In our experience,
addition of features to software often implies the addition of bugs as well as
new manifestations of existing bugs in other parts of the software. Hand-
ling these will be a continuing effort while map

lab is further developed.
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Chapter 11

Summary and Discussion

In this chapter, an overview is given of the research presented in this thesis,

and its position in the field of cardiac arrhythmia localization. In addition,

possible extensions of this research are presented.

11.1 Introduction

The surface electrocardiogram (ecg) is used to obtain information on the
electrical activity of the heart in a non-invasive manner. The research on
multichannel surface ecgs (mecgs) described in this thesis deals with the
diagnosis of dysfunctions in the activity of the heart. A major part of the
work was dedicated to localization of exit sites of ventricular tachycar-
dia (vt).

Cardiac electrical activity can also be measured inside the heart. In a
clinical setting, this is done during endocardial catheterization and during
antiarrhythmic surgery, for the study and treatment of tachyarrhythmias.
In addition, various techniques are used for endocardial, epicardial, and
intramural measurements in experiments on isolated hearts or tissue spe-
cimens. Such experiments are used to gain insight into the physiological or
pathophysiological electrical properties of the heart.

Endocardial catheters are used, e.g., to localize the site of origin of ar-
rhythmia such as vt, in order to provide a cure by ablation of arrhyth-
mogenic tissue. For catheter position monitoring during cardiac cathet-
erization, fluoroscopy or biplane fluoroscopy is most commonly applied.
Recently, instrumentation for catheter localization using electric or mag-
netic fields has become available [230, 279]. These techniques are preferred
to fluoroscopy because they are harmless and provide a better accuracy.
However, they cannot completely replace fluoroscopy, since they can only
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provide position information when the catheter tip is inside the heart. Even
when electric or magnetic localization is applied, fluoroscopy is used to
monitor the position of the catheter while it is guided to the heart. To-
gether with other disadvantages of the newer methods, such as the cost and
the need for placement of extra electrodes, this may cause cardiologists to
prefer the use of fluoroscopy despite its lower accuracy.

Analysis of endocardial electrograms and analysis of surface ecgs have
traditionally been treated as separate subjects. A few surface leads are usu-
ally recorded during catheterization or surgery, in order to compare the
timing of subsequently obtained endocardial signals, and to identify differ-
ent arrhythmias. On the other hand, some endocardial catheter leads are
recorded during paced body surface mapping. In current clinical practice,
these endocardial leads and surface leads are recorded with different sys-
tems. Simultaneous multichannel recordings from the endocardium and
from the body surface have only recently become possible [46]. This thesis
describes results of the first such integrated mapping recordings obtained
from patients.

11.2 Electrocardiographic Mapping

In both the fields of surface ecg recording and endocardial recording of
electrograms, employment of many recording leads simultaneously has
distinct advantages. In surface ecg mapping, application of 30–60 leads
ensures that all relevant information that can be obtained from the body
surface is captured. The extra information, compared to the standard 12-
lead ecg, can be used for more accurate localization of vt exit sites, and
more sensitive testing for various pathological conditions, such as late po-
tentials and repolarization abnormalities.

In endocardial mapping, application of many recording electrodes al-
lows to measure the activation pattern of each single beat. Presently, this al-
lows us to obtain information about the mechanism of a specific arrhythmia.
For example, macro-reentry can be discriminated from micro-reentry and
focal tachyarrhythmia. Such knowledge is helpful in the selection of a treat-
ment. If the density of the electrode grid is high enough, endocardial map-
ping would allow the selection of a suitable site for catheter ablation. To
date the number of simultaneous endocardial leads that is technically feas-
ible has been too small to allow such dense mapping in the entire heart.
Regionalized dense endocardial mapping might overcome these technical
limitations, but would be less efficient, and has not yet been attempted by
noninvasive means. Currently, a roving catheter has still to be used for the
final phase of an arrhythmia mapping procedure.
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Endocardial mapping can be performed during antiarrhythmic surgery
with multiterminal balloon electrodes or during catheterization with mul-
tipolar catheters, such as the basket catheter. The signals obtained during
these two types of procedures have different characteristics; in particular,
their amplitudes and maximum slopes differ. In chapter 4, it was shown
that the absence of blood during antiarrhythmic surgery largely accounts
for these differences. However, the mechanical properties of the basket
catheter may also be in part responsible for these differences.

11.3 Software

Due to the size and redundancy of multilead recordings, specialized ana-
lysis methods are needed. Examples of these are creation of endocardial
activation maps (chapter 3), computation of nondipolar content of body
surface maps (bsms) (chapter 5), and kl transformation for data reduction
as part of an algorithm for localization of vt exit sites (chapter 7). With
this kind of data, application of computers for recording, presentation, and
analysis of results is inevitable. It is useful to make the software that is cre-
ated for such analysis suitable for use by many research groups. Time that
would otherwise be spent on duplication of effort can be invested in bet-
ter software if this software is used by more groups. Such software has to
be extensible and allow adaptation to a wide range of experimental setups,
especially a variety of electrode grids. The map

lab software described in
chapter 10 achieves such a level of flexibility. It was intended as a found-
ation for the development of new algorithms. In addition to many spe-
cialized functions, it provides a user interface and basic functionality that
underlies many of the more sophisticated algorithms. Because the soft-
ware uses external electrode-grid definitions, which can be easily created
by users, it can be used to analyze recordings made with virtually every
electrode grid, thus allowing application in many laboratories. Further-
more, the software is well-documented and extensible. This facilitates the
incorporation of new methods by anyone who uses the software.

The software allows determination of standard electrophysiological para-
meters such as activation times and onset and offset of the qrs complex. It
provides an efficient user interface, which for example allows the user to
adjust computed activation times in a convenient way. In order to assist
the user with such tasks, the software can display derived signals such as
the signal slope, the surface Laplacian, or an energy signal. The software
includes several methods of data display, such as pseudocolour maps and
isochronal maps. Activation isochrones are a popular mode of display of
endocardial activation patterns. One of map

lab’s algorithms for the com-
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putation of activation isochrones is described in chapter 3. This algorithm
improves upon standard algorithms by correct handling of lines and zones
of activation block, and it can work with rectangular as well as triangulated
grids. Other components, such as baseline correction, qrs detection, and vt

exit site localization, were published previously [123,149,151,154,155,212].

Future work on maplab may include an improved handling of irregular
2-D and 3-D electrode grids. Presently, the creation of map

lab grid defini-
tions for such grids is a difficult task which can only be performed by soft-
ware experts. In order to handle a wider variety of grids, creation of grid
definitions should be made easier.

11.4 Integrated Mapping

The research described in this thesis was concerned with the first integrated
mapping studies performed in patients. As discussed in chapter 2, the re-
quirements for recording instruments for surface and endocardial electro-
grams differ considerably. Recording hardware for integrated mapping has
to accommodate these differences, by using either specialized acquisition
modules for both types of data or modules that can handle both data types
well. The recordings used in this research were obtained with the latter
kind of hardware (chapter 2).

Integrated mapping data obtained from patients provides unique op-
portunities to study the mechanisms of arrhythmogenesis and to develop
techniques for localization of arrhythmogenic sites from surface data alone.
The analysis of these data also introduces new challenges. Integrated map-
ping has been performed only in patients with extensive infarct scars. This
makes the analysis of the data especially difficult. On the other hand, it
makes the data useful for detailed study of the relation between arrhythmo-
genic site and surface ecg pattern. This was the topic of research performed
in collaboration with Van Dessel et al. [47, 48, 206].

An important clinical outcome of this work concerns the mismatch be-
tween bsm-based localization and catheter activation mapping of vt. Van
Dessel et al. concluded that zones of conduction block, regional differences
in endocardial signal amplitude, and the occurrence of multiple endocar-
dial breakthrough sites are frequent causes for this mismatch [47]. In an-
other study, Van Dessel et al. demonstrated that bsm localization of vt

can be used as an alternative for preoperative catheter activation sequence
mapping [46].

The work on integrated mapping data described in this thesis supports
these pathophysiological studies by examining the properties of the meas-
ured endocardial signals (chapter 4). In addition, the map

lab software de-
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scribed in chapter 10 played a major role in the analysis of the clinical data.

11.5 Localization of Cardiac Arrhythmias

The research presented in this thesis was performed as part of a longer-
term effort towards an automated system for detection and localization of
cardiac arrhythmias. Therefore, the majority of chapters is dedicated to the
subjects of detection and localization of arrhythmias, and the presentation
of localization results.

In current clinical practice, the classical “standard 12-lead ecg” is most
commonly applied for the localization of arrhythmias. It is assumed that
the ecg pattern originating at a particular exit site can be reproduced by
applying electrical stimuli (“pacing”) with an endocardial catheter at the
same location. Using this method, the relation between exit site and 12-lead
ecg pattern was previously assessed [270]. The same method is applied
with multichannel bsm data, resulting in a more accurate localization of the
arrhythmia exit site [236, 237].

In chapters 6 and 7, the continuous localization method was introduced
to further improve the localization accuracy of mecg data by interpolating
the ecg patterns corresponding to known pacing locations. This method
allows an accuracy improvement of approximately an order of magnitude,
solely by improved processing of existing data. The continuous localization
method was initially created only for the structurally normal left ventricle.
In chapter 8, it was shown that it can also be applied, with similar perform-
ance, in infarcted ventricles.

In chapter 9, a method was described for presentation of localization
results on the fluoroscopic monitors that are used during a catheterization
procedure to monitor the catheter position. This provides an efficient trans-
lation between functional and anatomical information, and should help the
physician to position the catheter quickly at the exit site of the arrhythmia.
Thereby, the procedure of localization and ablation of arrhythmias as a
whole can be accelerated.

11.6 Future Developments

By combining automatic vt detection (chapter 6), continuous localization
(chapter 7), and conversion into biplane fluoroscopic projections (chapter 9),
an automated system for detection and localization of cardiac arrhythmias can be
created. The next step in this research is building a prototype clinical sys-
tem, which should automatically and in real-time perform the detection
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and localization of vt, as well as the presentation of localization results on
the fluoroscopic monitors, so as to provide optimal catheter guidance.

The localization and presentation methods described in chapters 6–9

were developed solely for the left ventricle of the heart. Extension to the
right ventricle and the atria is very important for clinical application of
these methods. Due to the more complex anatomical structure and smaller
muscular mass of the right ventricle and the atria, as compared to the left
ventricle, this will require more complicated methods. The development of
such methods is a challenging subject for future research.

A catheter guidance system as described above could be combined with
catheter localization techniques that are more accurate than fluoroscopic
localization [230, 279]. This would improve the procedure by providing
more accurate results, and allow a better assessment of this accuracy.

Electrocardiogram analysis is an evolving field. New recording tech-
niques and new research questions such as the detection of changes in car-
diac activation resulting from genetic disorders call for the continuous de-
velopment of new diagnostic algorithms. The map

lab software, described
in chapter 10, provides an excellent infrastructure for such development.
The widespread application of this software makes it possible to share new
algorithms with several research groups, while still maintaining the flexib-
ility needed to accommodate a wide range of experimental setups.

The differences between electrograms obtained during antiarrhythmic
surgery and those obtained with endocardial (basket) catheters are not yet
explained completely, although it was shown in chapter 4 that the differ-
ence is largely caused by the absence of blood during antiarrhythmic sur-
gery. In order to improve the analysis of the signals obtained with endocar-
dial catheters, a better understanding of these signals is necessary. Since the
physics and physiology of the phenomena underlying these signals are well
known, such knowledge can be obtained with computer models. Therefore,
computer modelling of endocardial electrograms is an interesting topic for
future research, which has the capacity of substantially improving the ana-
lysis of clinically obtained signals.

In contrast to the modelling of endocardial electrograms, modelling of
surface electrocardiograms has already been extensively reported [83, 84,
103, 104, 280]. Provided with approximate anatomical information, com-
puter models have the capability to predict the surface ecg pattern corres-
ponding to a given activation sequence. It is also possible to let the ac-
tivation sequence in turn be computed, given only a “pacing site.” Such
models improve our understanding of the relation between endocardial
electrograms and bsm patterns. In addition, they can be used to create
high-precision pace-mapping databases, adapted to the specific anatomy
of a patient. For example, by including infarct scars in the model, the rela-
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tion between bsm and site of arrhythmia origin can be assessed more accur-
ately for a specific patient with infarction scars, if the location of such scars
is known. It is important that such models are validated using measured
data, such as can be obtained using integrated mapping techniques.

Both the empirical methods of arrhythmia localization and the model-
ling approach have the disadvantage that they can only assess the relation
between cardiac electrical events and bsm for a predetermined set of patho-
logies. In contrast, by estimating the intracardial voltage distribution or ac-
tivation pattern directly from the bsm data, one may investigate any given
pathological or nonpathological condition. This estimation procedure is
called solution of the inverse problem of electrocardiology. The main difficulty
of this approach is that the inverse problem is ill-posed: there is an infin-
ite number of voltage distributions and or activation patterns that is phys-
ically compatible with any given bsm pattern. Fortunately, not all phys-
ical solutions are physiologically possible, and those that are physiologically
possible can be assigned a varying likelyhood based on physiological con-
siderations. Thus, by combining the laws of physics with physiological
knowledge, it is possible to determine the most likely solution. Clinical
experience is also needed, in order to specify how the solution should be
presented, e.g. as an activation sequence for the localization of arrhythmia,
or as a voltage distribution for the localization of ischaemia. Collabora-
tion of clinicians, experimentalists, and physicists is needed to develop this
method further in order to make it clinically useful.

Three classes of methods are thus available for bsm-based diagnosis:
empirical methods such as described in this thesis (chapters 5–8), forward
modelling, and inverse solutions. Of these three, the empirical methods are
currently the most practical, and inverse solutions are the most promising,
while the forward modelling approach holds a second position in both re-
spects. For all three approaches, cooperation between physicists and car-
diac electrophysiologists is indispensable.
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Appendix A

Literate Programming

As an introduction to the concept of Literate Programming, which is men-

tioned in several places in this thesis, a concise literate program is presen-

ted. This example program displays most of the features provided by a

literate programming system that is used in this work. — submitted in

part for publication [205, 208].

For programs to be understood by humans, and not only by compilers,
documentation is indispensable. The computer programs that were used
for the work described in this thesis were almost exclusively created and
documented using the “literate programming” technique [129, 130].

A “literate” program consists of small pieces of code, which are writ-
ten in the programming language(s) of choice—for example Matlab or
C [132,203]. These code fragments are called “refinements” and can be par-
tially or completely defined in terms of each other. Each refinement comes
with a documentation part written in a document formatting language—in
our case LATEX. This means that the program documentation can include
mathematical formulae, graphics, references, indexes, etc. and can be type-
setted professionally. The refinements can be presented in any order the
programmer wishes. By application of refinements in other refinements
the code is ordered for the compilers purposes. Because the documenta-
tion parts can be large compared to the code parts without obscuring the
program structure it is possible to give a thorough description of the code,
explaining not only what it does but also why it does so.

A well-known example of literate programming is the source code of
TEX, which was published as a book as part of a series on computer typeset-
ting [128]. A collection of routines for graph handling was also published
as literate programs [131].

A small program written in the Matlab language using the mweb sys-
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tem for literate programming [203] is described in the following sections.

A.1 The Source Code

The following program, which is written in the Matlab language using
the mweb system, shows some of the possibilities of a literate program-
ming system. The “web file,” which is written by the programmer using a
text editor, is discussed first. Subsequent sections will present the typeset
documentation and the compilable program.

The web file starts with a comment line containing version information
that is automatically updated by the Revision Control System (rcs) [22].
Then follow some LATEX macro definitions (\def. . . ), which make the docu-
mentation easier to write and determine some aspects of the appearance of
the typeset output. The actual program consists of three sections. A section
(at level 2) starts with the control code “@*2.” The first section defines the
file rot3d.m. This file begins with four comment lines. These are displayed
by Matlab when a user requests help on the rot3d function. The fourth
comment line contains a source-file identification that is automatically up-
dated by rcs. The next section describes the algorithm and defines a refine-
ment “@<compute $R(\a,\phi)$@>” containing the implementation of the
algorithm. The last section defines a refinement “@<check arguments@>.”
These refinements are used in the first section.

% $Id: rot.web,v 5.17 2001/10/14 18:35:12 potse Exp $

\def\eref#1{(\ref{#1})}

\def\xwebContentsTop{} \def\xwebContentsBot{}

\def\eye{\underline{1}}

\def\x{\vec{x}} \def\a{\vec{a}} \def\xp{\vec{x}\,’}

\begingroup\catcode‘\_=11 \gdef\xweb_IndexTop{} \endgroup

@*2 Introduction. A transform matrix\index{transform matrix} for

rotating three-dimensional

vectors can be specified by a rotation axis and an angle. This

function takes a 3-element vector $\a$ and an angle $\phi$, and

returns the transformation matrix~$R$.

@f phi TeX % \rm makes \textit{phi} show up as $\phi$

@(rot3d.m@>=

@% ROT3D(vec,phi) 3d rotation R(vec,phi)

@% returns a 3-D rotation matrix to rotate by angle phi about

@% the axis defined by vec.

@% $Id: rot.web,v 5.17 2001/10/14 18:35:12 potse Exp $

function R = rot3d(vec, phi)

@<check arguments@>

@<compute $R(\a,\phi)$@>

@*2 Algorithm. Suppose we are rotating a vector $\x$ around a unit
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vector $\a$ by an angle $\phi$. Let point $N$ be the projection of

$\x$ on $\a$ and define point $P$ by $\vec{NP}=\a\times\x$:

\begin{center}

\mbox{\epsffile{rotfig.1.eps}}

\end{center}

Then the rotated vector $\xp$ can be expressed in terms of $\x$, $\a$

and $\phi$ as

\begin{eqnarray}

\xp & = & \vec{ON} + \vec{NX}\cos\phi + \vec{NP}\sin\phi \label{eq:x}\\[2pt]

& = & \left[\a\a^T + (\eye-\a\a^T)\cos\phi\right]\x

+ (\a\times\x)\sin\phi \nonumber

\end{eqnarray}

by application of the identities shown in the figure above.

Using, after Faux and Pratt \cite{faux79}, the matrix

\begin{equation}

A = a_i\varepsilon_{ijk} =

\left(\begin{array}{ccc}

0 & -a_3 & a_2 \\

a_3 & 0 & -a_1 \\

-a_2 & a_1 & 0 \end{array}\right)

\end{equation}

the cross product\index{cross product} $\a\times\x$ can be turned into

a matrix multiplication so that we can express (\ref{eq:x}) in the

form $\xp=R\x$ with

\begin{equation}

R = \a\a^T + (\eye-\a\a^T) \cos\phi + A \sin\phi

\end{equation}

Note that $\a\a^T$ is a $3\times 3$ matrix if $\a$ is a 3-element

column vector.

@<compute $R(\a,\phi)$@>=

A=[0,-a(3),a(2);a(3),0,-a(1);-a(2),a(1),0];

aat=a*a’; % $3\times 3$ matrix

R=aat + (eye(3,3)-aat)*cos(phi) + A*sin(phi);

@*2 Checking arguments. We expect a 3-vector and a scalar as input

arguments. The axis vector is normalized to make sure that $R$ is

orthonormal, and reshaped into a column vector, so that |a*a’@;| is a

matrix.

@<check arguments@>=

if nargin~=2

error(’two arguments needed’);

end

if length(vec(:))~=3

error(’first argument must be 3d vector’);

end

if length(phi)~=1

error(’second argument must be a scalar’);

end

a=reshape(vec/norm(vec), 3,1); % column vector

@*2 Index. This index lists the section numbers where identifiers are used.

Note that several features of the document processing system were used to
improve the documentation, such as a graphic (“\epsffile. . . ”), mathem-
atics, and a reference (“\cite. . . ”).
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A.2 The Typeset Documentation

A literate programming system consists of two filter programs. One of
these programs, which is called weave, translates the source into document
formatting instructions, taking care of prettyprinting (syntax highlighting
and standard indentation), and copies the documentation parts which are
already written in the document formatting language. The output of weave
is subsequently typesetted by a document processor, in our case by LATEX.
The formatted output of the program shown in the previous section follows
now.

Section Page
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 208

Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 208

Checking arguments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 209

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 209

1. Introduction. A transform matrix for rotating three-dimensional vec-
tors can be specified by a rotation axis and an angle. This function takes a
3-element vector ~a and an angleφ, and returns the transformation matrix R.

format phi TeX % makes phi show up as φ

〈 rot3d.m 1 〉 ≡
% ROT3D(vec,phi) 3d rotation R(vec,phi)

% returns a 3-D rotation matrix to rotate by angle phi about

% the axis defined by vec.

% $Id: rot.web,v 5.17 2001/10/14 18:35:12 potse Exp $

function R = rot3d(vec, φ)

〈 check arguments 3 〉
〈 compute R(~a,φ) 2 〉

2. Algorithm. Suppose we are rotating a vector ~x around a unit vector
~a by an angle φ. Let point N be the projection of ~x on ~a and define point P
by ~NP = ~a× ~x:
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Then the rotated vector ~x ′ can be expressed in terms of ~x, ~a and φ as

~x ′ = ~ON + ~NX cosφ+ ~NP sinφ (A.1)

=
[

~a~aT + (1 − ~a~aT ) cosφ
]

~x + (~a× ~x) sinφ

by application of the identities shown in the figure above. Using, after Faux
and Pratt [64], the matrix

A = aiεijk =







0 −a3 a2

a3 0 −a1

−a2 a1 0






(A.2)

the cross product ~a × ~x can be turned into a matrix multiplication so that
we can express (A.1) in the form ~x ′ = R~x with

R = ~a~aT + (1 − ~a~aT ) cosφ +A sinφ (A.3)

Note that ~a~aT is a 3 × 3 matrix if ~a is a 3-element column vector.

〈 compute R(~a,φ) 2 〉 ≡
A = [0, −a(3), a(2); a(3), 0, −a(1); −a(2), a(1), 0];

aat = a∗a′; % 3 × 3 matrix
R = aat + (eye(3, 3) − aat)∗cos(φ) +A∗sin(φ);

This code is used in section 1.

3. Checking arguments. We expect a 3-vector and a scalar as input ar-
guments. The axis vector is normalized to make sure that R is orthonormal,
and reshaped into a column vector, so that a∗a′ is a matrix.

〈 check arguments 3 〉 ≡
if nargin 6= 2

error(’two arguments needed’);

end

if length(vec( :)) 6= 3

error(’first argument must be 3d vector’ );

end

if length(φ) 6= 1

error(’second argument must be a scalar’ );

end

a = reshape(vec/norm(vec), 3, 1); % column vector

This code is used in section 1.

4. Index. This index lists the section numbers where identifiers are used.
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aat : 2

cos : 2

error : 3

eye : 2

length : 3

nargin : 3

norm : 3

φ : 1

reshape : 3

rot3d : 1

sin : 2

TeX : 1

vec : 1, 3

The program consists of three sections. Section 1 defines the file rot3d.m.
This file begins with four comment lines, the fourth line contains a source-
file identification that is automatically updated by the revision control sys-
tem. Section 2 describes the algorithm and defines a refinement named
“〈compute R(~a,φ) 2〉,” which contains the actual computation. Section 3

defines a refinement named “〈check arguments 3〉.” Sections 2 and 3 are
used in section 1. The literate programming system typesets keywords like
function in bold and identifiers in italics, and ensures correct indentation.
In addition, it creates an identifier index, a table of contents, and a list of
refinements. The latter is not shown in this example.

A.3 The Tangled Code

The tangle program extracts the program parts and puts them in the spe-
cified order for the compiler. These are the contents of the file rot3d.m cre-
ated from the mweb source shown above.

% ROT3D(vec,phi) 3d rotation R(vec,phi)

% returns a 3-D rotation matrix to rotate by angle phi about

% the axis defined by vec.

% $Id: rot.web,v 5.17 2001/10/14 18:35:12 potse Exp $

function R = rot3d(vec, phi)

if nargin~=2

error(’two arguments needed’);

end

if length(vec(:))~=3

error(’first argument must be 3d vector’);

end

if length(phi)~=1

error(’second argument must be a scalar’);

end

a = reshape(vec/norm(vec), 3,1); % column vector

A = [0,-a(3),a(2);a(3),0,-a(1);-a(2),a(1),0];

aat = a * a’; % $3\times 3$ matrix

R = aat + (eye(3,3)-aat) * cos(phi) + A * sin(phi);

One can observe that the program parts have been tangled together. Com-
ments, which start with a percent sign, are copied literally from the web
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file; the LATEX code for the comment in the pre-last line is visible. The docu-
mentation parts are omitted.

A.4 Formatted Strings in Matlab Code

Programmers often use preprocessors to facilitate the creation of code. A
preprocessor is a program that modifies the code before it is fed to the com-
piler or interpreter. A preprocessor can be standard, such as the “C pre-
processor,” which is built into any C compiler, or it can be home-grown for
highly specific purposes. A literate programming system can itself be con-
sidered as a preprocessor, and it can also be used to implement other pre-
processing tasks. Such combinations are particularly convenient for tasks
that interact with the literate programming system.

An example of such a facility is the “formatted string” mechanism in
Matlab web (mweb) [203]. Programming languages generally have a mech-
anism for representing text known as the “character string.” For example,
in the C language one can write

printf("Hello, world.");

where the double quotes start and end the string. The Matlab equivalent
is

disp(’Hello, world.’);

where single quotes are used as string delimiters. In Matlab programs,
character strings often contain code instead of ordinary text. Such “code
strings” are used to specify code that is to be executed when a specific user-
interface event occurs. These code strings can become several lines long,
and they can contain embedded (code) strings. This embedding can be
several layers deep. In Matlab, embedded strings are created by doubling
the number of quotes: a single quote for the outermost string, two quotes
for an embedded string, four quotes for a string embedded in an embedded
string, etc. This can become quite inconvenient. For example, the code
fragment

set(gcf,’WindowButtonDownFcn’, [’b = get(gca,’’CurrentPoint’’);’, ...

’ L = line([b(1,1),b(1,1)],[b(1,2),b(1,2)],’’EraseMode’’, ’’xor’’);’, ...

’ set(gcf,’’WindowButtonMotionFcn’’, ’’ ’, ...

’ e = get(gca,’’’’CurrentPoint’’’’); ’, ...

’ set(L,’’’’XData’’’’,[b(1,1),e(1,1)],’’’’YData’’’’,[b(1,2),e(1,2)]);’’); ’,...

’ set(gcf,’’WindowButtonUpFcn’’, ’’ ’, ...

’ set(L, ’’’’Color’’’’, ’’’’r’’’’); ’, ...

’ set(gcf, ’’’’WindowButtonMotionFcn’’’’,’’’’ ’’’’); ’’); ’]);
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is very hard to write and read, requiring four subsequent quote characters
in several places. The mweb system has a facility that allows the program-
mer instead to write

@ @(drawline.m@>=

set(gcf,’WindowButtonDownFcn’, ‘

b = get(gca,"CurrentPoint");

L = line([b(1,1),b(1,1)],[b(1,2),b(1,2)], "EraseMode", "xor");

set(gcf,"WindowButtonMotionFcn", ‘@<reset the line@>’);

set(gcf,"WindowButtonUpFcn", ‘

set(L, "Color", "r");

set(gcf, "WindowButtonMotionFcn", ‘ ’); ’); ’);

@ @<reset the line@>=

e = get(gca,"CurrentPoint");

set(L,"XData",[b(1,1),e(1,1)], "YData", [b(1,2),e(1,2)]);

In this code, the single left quote character opens a new level of code string;
the single right quote character closes a level, and the double quote char-
acter opens and closes ordinary character strings. In addition, refinements
were used in this example to make the code more readable. Refinements
can be used in formatted strings regardless of the string nesting level. This
means that the same code can be used at different levels at the same time.
The documentation was omitted here for brevity. The tangle processor con-
verts this into something similar to the code fragment shown above. The
typeset output of the weave processor is as follows

1. 〈 drawline.m 1 〉 ≡
set(gcf , ’WindowButtonDownFcn’ , ‹

b = get(gca, ’CurrentPoint’);

L = line([b(1, 1), b(1, 1)], [b(1, 2), b(1, 2)], ’EraseMode’, ’xor’);

set(gcf , ’WindowButtonMotionFcn’ , ‹‹〈 reset the line 2 〉››);
set(gcf , ’WindowButtonUpFcn’ , ‹‹

set(L, ’Color’, ’r’);

set(gcf , ’WindowButtonMotionFcn’ , ‹‹‹›››); ››); ›);

2. 〈 reset the line 2 〉 ≡
e = get(gca, ’CurrentPoint’);

set(L, ’XData’, [b(1, 1), e(1, 1)], ’YData’, [b(1, 2), e(1, 2)]);

This code is used in section 1.

Note that the single quotes are replaced by one or more guillemets; their
number indicates the nesting level of the code strings.

The formatted string facility of the mweb system has been extensively
used in the implementation of the map

lab software described in chapter 10.
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154] André C. Linnenbank. On-site recording, analysis, and presentation of multichannel
ECG data. PhD thesis, University of Amsterdam, The Netherlands, August 1996.
e-mail: a.c.linnenbank@amc.uva.nl. Cited on pages 13, 21, 23, 33, 61, 107, 129, 139, 192,

and 200.

155] André C. Linnenbank, Jeroen G. Snel, Mélèze Hocini, Mark Potse, Jacques M. T.
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see De Ambroggi [44].

177] Gregory E. Morley, Dhananjay Vaidya, Faramarz H. Samie, Cecilia Lo, Mario Del-
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Jan V. Pitha, see Nakagawa [182]. Robert Plonsey, see Witkowski [277, 278].
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Samenvatting

Inleiding

De samentrekking van spieren wordt in gang gezet door zeer kleine elek-
trische stroompjes. Dit verschijnsel, dat al in de zeventiende eeuw bekend
was, werd aan het einde van de achttiende eeuw nauwkeurig onderzocht
door de arts Galvani en de fysicus Volta. Hun werk was cruciaal voor de
ontwikkeling van de fysiologie en tegelijk voor die van de fysica: het is
te danken aan Volta dat we het begrip “elektrische stroom” kennen en de
ontdekkingen van Galvani kunnen begrijpen.

De stroom die wordt gegenereerd door één enkele spiercel, is zo klein
dat deze slechts met zeer gevoelige apparatuur kan worden gemeten. Al-
leen wanneer grote aantallen cellen tegelijk geactiveerd worden, ontstaat een
stroom die relatief eenvoudig gemeten kan worden aan het lichaamsopper-
vlak. Omdat het hart gecoördineerd moet samentrekken om zijn taak te
kunnen verrichten, treedt bij elke hartslag een dergelijke meetbare stroom
op. Daardoor kon al in 1902 door de nederlandse arts Einthoven het eer-
ste betrouwbare elektrocardiogram (ecg) geregistreerd worden. Einthoven
en zijn tijdgenoten toonden vervolgens aan dat het ecg van grote waarde is
voor de diagnose van hartziekten. Met name hartritmestoornissen, afwij-
kingen in de elektrische activatie van het hart, kunnen met behulp van het
ecg goed worden vastgesteld.

Behalve aan het lichaamsoppervlak, worden ook in het hart zelf elektri-
sche signalen gemeten. Men kan met behulp van endocardiale catheters—
dunne slangetjes die door een kleine snee in de lies of schouder, via een
ader of slagader worden opgevoerd naar het hart—aan de binnenkant van
het hart meten. Ook kan men direct aan de buitenkant en binnenkant van
het hart meten tijdens open-hartoperaties. Tenslotte wordt voor weten-
schappelijke doeleinden ook gemeten aan geı̈soleerde harten, en zelfs aan
kleine stukjes hartweefsel.
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Veelkanaals elektrocardiografie

Voor alle vormen van meting van de elektrische hartactiviteit, aan het li-
chaamsoppervlak, in het hart, of op het hart, geldt dat soms gemeten wordt
met een groot aantal meetelektroden. Deze elektroden worden vaak zo aan-
gebracht dat ze een zeker oppervlak bestrijken. Deze methode heet veelka-
naals elektrocardiografie of elektrocardiografische mapping, en wordt zowel
in het hart als aan het lichaamsoppervlak toegepast. In het laatste geval
spreekt men van body surface mapping.

Het is pas sinds enkele jaren mogelijk om met een catheter veelkanaals
elektrogrammen te meten in het hart van een patiënt. Met de “Constel-
lation Basket” catheter, die in gebruik is in het St.-Antoniusziekenhuis in
Nieuwegein, kan met 64 elektroden tegelijk worden gemeten. Uniek in de
wereld is de mogelijkheid die dit ziekenhuis heeft om tegelijk met deze en-
docardiale signalen een 64-kanaals body surface map (bsm) op te nemen.
Een dergelijke simultane meting wordt integrated mapping genoemd.

Dit proefschrift behandelt de analyse van veelkanaals ecgs gemeten in
het hart, op het hart en aan het lichaamsoppervlak, en met name de ana-
lyse van integrated mapping gegevens. Het is één van de eerste publicaties
waarin het gebruik van integrated mapping data wordt beschreven: in hoofd-
stuk 4 worden eigenschappen van signalen van de Constellation Basket ca-
theter onderzocht. Uit vergelijking met signalen verkregen tijdens open-
hartoperaties blijkt dat de aanwezigheid of afwezigheid van bloed in de
hartkamer tijdens catheter-mapping de analyse van basketsignalen moei-
lijker maakt, maar dat desondanks de signalen goed interpreteerbaar zijn.
De verschillen tussen beide situaties kunnen grotendeels verklaard worden
door de afwezigheid van bloed tijdens open-hartoperaties. De verschillen
worden echter niet volledig begrepen. Met behulp van computersimulaties
zou een goede verklaring gevonden kunnen worden, en zouden we een
beter begrip kunnen verkrijgen van endocardiale elektrogrammen.

Programmatuur

Het grote aantal signalen waaruit een veelkanaals elektrocardiogram be-
staat, maakt het gebruik van computers noodzakelijk voor de verwerking
van de meetgegevens. De analysemethoden voor deze gegevens verschil-
len nogal van die voor gewone ecgs. De ontwikkeling van deze metho-
den is nog in volle gang. Eén van de onderwerpen van dit proefschrift
is dan ook de ontwikkeling van een software-pakket voor de verwerking
van veelkanaals ecgs. Dit pakket, map

lab, dat wordt beschreven in hoofd-
stuk 10, is bijzonder omdat het geschikt is gemaakt voor de analyse van
bijna alle soorten van veelkanaals ecg metingen. Dit maakt het mogelijk
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dat de software wordt gebruikt door veel verschillende onderzoeksgroe-
pen, zodat minder tijd besteed hoeft te worden aan het ontwikkelen van
software voor allerlei verschillende onderzoeksdoeleinden.

Een andere bijzondere eigenschap van dit softwarepakket is dat het
geheel geschreven is met behulp van de “literate programming”-techniek
(Appendix A) [129,130]. Met deze techniek schrijft men programma en do-
cumentatie in één enkele computerfile. Bovendien wordt de volgorde van
presentatie van het programma niet gedicteerd door de eisen van de pro-
grammeertaal. Daardoor kan een programma veel beter beschreven wor-
den dan met traditionele software-documentatie. De software die nodig is
voor literate programming in de Matlab programmeertaal, waarin map

lab

is geschreven, is in het kader van dit project ontwikkeld, en later vrij be-
schikbaar gemaakt [203].

Het map
lab pakket heeft een grote rol gespeeld bij de analyse van de

integrated-mappinggegevens die in het St.-Antoniusziekenhuis verkregen
zijn, en wordt wereldwijd gebruikt in meer dan tien onderzoekscentra. Ver-
wacht wordt dat het gebruik van dit pakket nog zal toenemen, en dat in
verband daarmee voortdurende ontwikkeling gewenst is.

Eén van de algoritmes die in map
lab worden gebruikt, is beschreven in

hoofdstuk 3. Dit betreft een verbeterde methode voor het automatisch teke-
nen van isochroon-kaarten (figuur 3.7 en 3.8). Dit is een weergavetechniek
die bij de analyse van endocardiale maps gebruikt wordt om een activatie-
patroon weer te geven. Isochronen zijn lijnen die punten met gelijke activa-
tietijd verbinden. Ze zijn te vergelijken met hoogtelijnen op een landkaart.
Het bijzondere van het gepresenteerde algoritme is onder meer dat het re-
kening houdt met lijnen van “block”, het equivalent van een afgrond of
verticale wand in een landkaart.

Localisatie van ventriculaire ritmestoornissen

Een tweede belangrijk aandachtspunt van dit proefschrift is het localiseren
van hartritmestoornissen die ontstaan in de linkerkamer (ventrikel) van het
hart. Het gaat hierbij met name om de localisatie van ventriculaire tachy-
cardie (vt), een situatie waarin het hart met een ritme van 200 tot 300 slagen
per minuut veel sneller klopt dan normaal. Dit leidt tot een verminderde
pompfunctie van het hart en kan dodelijk zijn door het ontaarden in ven-
trikelfibrilleren. vt kan optreden in een normaal gezond hart, bijvoorbeeld
als gevolg van een infectie. Dergelijke “idiopathische” vt’s zijn echter zeld-
zaam. Meer voorkomend zijn vt’s die optreden na een hartinfarct. Deze
zijn het gevolg van dunne bundels overlevende spiercellen in een infarct-
litteken.
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vt is in principe te genezen door met een endocardiale catheter op de
juiste plaats een stukje spierweefsel dat voor het onderhouden van de rit-
mestoornis essentieel is, uit te schakelen. Om deze plaats te vinden, kan
men eerst met de catheter op zoek gaan naar de plaats waar de te vroege ac-
tivatie van de hartspier duidelijk tevoorschijn komt. Deze plaats, de “exit-
site”, kan worden voorspeld met behulp van het ecg. In de afgelopen jaren
is hiervoor de “drie-fasenmapping”-methode ontwikkeld [194]. De eerste
fase bestaat uit het voorspellen van de exit-site met behulp van een bsm. De
catheter wordt dan naar deze plek geleid. In de tweede fase wordt door-
middel van “pace-mapping” de catheter dichter bij de exit-site gebracht.
Pace-mapping is het elektrisch prikkelen van de hartspier op een bepaalde
plaats, waardoor een extra slag ontstaat met een ecg dat hetzelfde is als
dat van een vt-slag met een exit-site op dezelfde plaats. Door herhaaldelijk
de nieuwe bsm te vergelijken met die van de vt zelf en de catheter te ver-
plaatsen, totdat een bsm gevonden wordt die goed genoeg lijkt op die van
de vt, kan men de catheter zeer nauwkeurig naar de exit-site brengen. In
de derde fase van de procedure wordt vanuit de exit-site gezocht naar een
geschikte plaats om weefsel onschadelijk te maken. Deze laatste stap valt
buiten het bestek van dit proefschrift.

Voor vt-localisatie in de eerste twee fasen van de procedure, wordt ge-
bruik gemaakt van signalen die gemiddeld zijn over het qrs interval van
het ecg. Het patroon van de resulterende “qrs integraalmap” (qrsi) (fi-
guur 1.2) is zeer specifiek voor de exit-site (hoofdstuk 6). Met behulp van
een “atlas” of “database” van qrsi’s van geı̈nduceerde slagen waarvan de
exit-sites goed bekend zijn, kan uit het patroon afgeleid worden waar de
exit-site zich bevindt [236]. Een nadeel van deze methode is dat de atlas
een beperkt aantal exit-site segmenten kent; 25 voor de linkerventrikel.

In hoofdstuk 6, 7, en 8 is een methode gepresenteerd voor continue loca-
lisatie: berekening van precieze coördinaten van de exit-site. Deze methode
is gebaseerd op gegevens uit de atlas. Met behulp van deze methode kan
zeer nauwkeurig catheter-verplaatsingsadvies worden gegeven gedurende
de tweede fase van de procedure.

Tot nu toe worden de localisatieresultaten aan de behandelende arts ge-
presenteerd in een schematisch diagram van de ventrikel. Een verbeterde
presentatiemethode is beschreven in hoofdstuk 9. Met deze methode kan
het catheter-verplaatsingsadvies direct worden weergegeven op de beeld-
schermen van de röntgeninstallatie die wordt gebruikt om de catheterposi-
tie te observeren (figuur 1.4b).

Het is te verwachten dat met deze methoden tezamen de drie-fasen-
mapping procedure efficiënter kan worden gemaakt, waardoor deze korter
en dus minder belastend wordt voor de patiënt, en wellicht ook kan wor-
den gebruikt voor de behandeling van ‘moeilijkere’ vt’s.
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acronym is defined.

Symbols

12-lead ecg, 14, 151, 198, 201

3-D, 22, 167

3-D electrode grids, 200

A

a/d, 26

ablation, 136, 150, 165, 177, 182, 192, 198,
201

absolute localization, cf. relative localiz-
ation 135, 142, 145, 146

accuracy, 136

of bsm, 88

acquisition, 40

acquisition software, 33

action potential, 45, 46, 50

activation delay, 48

activation detection, 55, 56, 70, 189

activation front, 56, 61

activation isochrones, see isochrones, 199

Activation Map window, 191, 192

activation mapping, 55, 56

activation pattern, 60, 61, 198

activation sequence, 138

activation sequence mapping, 136

activation times, 53, 82, 83

active time, 48

active transport, 45

ad hoc changes, 187

aha, 101, 103

aha ecg database, 101, 103

aliasing, 27, 28, 30

alternans, 108

American Heart Association, see aha

ami database, 151–163, 191

Amiga, 41, 187

Amsterdam 62-electrode set, 17, 139

analog-to-digital, see a/d

analysis software, 33

anatomic diagram, 116, 122

anisotropy, 147

ann, 104, 108, 109, 112

ansi, 185

antiarrhythmic surgery, 71, 197, 199, 202

St. Antonius Hospital, 19

aortic valve ring, see avr

Apple Macintosh, 185, 193, 194

applied physics, 13

arithmetic coding, 43

artificial neural networks, see ann

ascii, 42

atria, 202

atrial arrhythmias, 111, 149

attribute grammars, 101

augmented Einthoven leads, 89, 90

automated system for detection and loc-
alization of cardiac arrhythmias,
201

automatic patient monitoring, 99

avr, 116, 137

axon, 46

aztec, 101

B

back-end, 26

backpropagation, 110

backward compatibility, 39

balloon electrodes, 199

bam, 109

baseline correction, 71, 105, 107, 139, 185,
200

baseline drift, 27, 99, 103, 139
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baseline offset, 27, 103

basket catheter, 163, 199, 202

basket catheters, 19

basket mapping, 20, 24

batch processing, 183, 186, 187, 196

battery, 30

beat classification, 100, 108

Beeler-Reuter membrane model, 46, 48

beginner-friendly, 33

bidirectional associative memories, see
bam

bidomain model, 50

Big-Endian, 35, 40

biology, 13

bipolar electrogram, 51, 55, 70

bipolar mapping, 82

bit step, 26–27, 35

blocks of data, 37

body surface map, see bsm

body surface mapping, 15

body surface potential map, see bsm

bottleneck operations, 184, 185

Brugada syndrome, 46

bsm, 18, 69, 85, 87, 99, 181, 244

BSM window, 191

bullet model, 178

byte order, 40

C

C programming language, 185, 205

cardiac dipole, 14

cardiac surgery, 18

catheter, 18, 70, 75, 82, 133, 134, 136, 138,
150, 163, 169, 177, 192, 197,
198, 201, 202

catheter ablation, 18, 19, 21–23, 198

catheter guidance, 21–23, 33, 167, 202

catheter localization, 139, 148, 167, 197,
202

catheter positions, 174, 180

catheterization, 135

cavity potential, 81

cavr, 169

ccu, 99

cd-rom, 187

cell membrane, 46

centre offset, 177

Channel window, 189, 190, 192

character string, 211

checksum, 187

classification, 99

cmvr, 169

coaxial electrodes, 53

coaxial lead, 52, 53

code strings, 211

colour maps, 61

commercial software, 33

Common Standards for Quantitative Elec-
trocardiography project, see
cse

communication protocols, 22

company policy, 194

compatibility
backward, 39, 187

forward, 39, 187

compiler, 205, 211

compression, 37, 39, 41–43, 90, 187

computer models, 149, 161, 202

computers, 199

conduction, 47

conduction block, 61, 62, 151, 162, 163

conduction vector, see cv

conduction velocity, 61, 62, 67

conduction-vector map, 67, 68

Constellation Basket catheter, 19, 69–83

continuous localization, 18, 22, 114, 132–
150, 189, 201

in infarcted hearts, 151–163

continuous recordings, 20, 21, 32

contour drawing, 61, 62

contraction, 45–47

cookbooks, 103

cooled rf, 177

coronary care unit, see ccu

correlation coefficient, 87, 88, 115, 122,
123, 136, 140

electrocardiographic, 88, 113, 127,
128, 131

correlation curve, 88, 89, 114, 115

covariance matrix, 139

cross product, 209

cross-bearings, 169

cross-validation, 142

cryoablation, 18

cse, 100

cse ecg database, 100, 101, 103, 107

ct, 179, 192

customized localization algorithm, 158

cv, 61, 67, 67

cweb, 186
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D

data exchange, 22–23

data rate, 32

data unit, 40

database, 112, 136

nlv, 137

tailor-made, 147

database lookup, 112, 136, 148

database segments, 156

datafile format, 186

datafiles, 34

dc offset, 27, 99, 107

ddsa, 105

debugging, 184

delay-based neural networks, 109

delta-wave maps, 111, 149

diffusion, 45

digital acquisition, 25

dipolar content, 91, 92

dipole, 14

discretization, 26

dispersion of repolarization, 87

distance
between exit sites, 125–134

distortion, 27, 29, 30
�

min , 70

documentation, 205

dynamic range, 37, 44

E

ebct, 179

ecg, 14, 197, 243

echocardiography, 179

ectopic ventricular beats, 135, 136

edf, 40

eeg, 34

efficiency, 35, 39, 40

eigenmaps, 89, 91, 94

eigenvalues, 140

eigenvectors, 91, 139, 140

Einthoven leads, 15, 89

Einthoven, Willem (1860–1927), 14, 15,
243

electrical battery, 13

electrical current, 13

electrical localization, 149, 166, 167, 197

electro-encefalogram, see eeg

electrocardiogram, see ecg

electrocardiographic covariance, 91

electrocardiographic sensitivity, 127

electrode configuration, 40, 187

electrode definition file, 187

electrode grid, 41

electrode noise, 26, 29

electrode-grid definitions, 199

electromyogram, 14

electrophysiologic study, 99

ellipsoid of revolution, 165–180

embedded strings, 211

empirical methods, 112

Endians, 35, 40

endocardial balloon, 70

endocardial mapping, 82

energy signal, 102, 103, 105, 106, 199

English, 43

error reports, 193

errors, 36

ethanol infusion, 18

European Data Format, see edf

exit site, 20, 95, 136, 148, 163, 167, 197–
201

extracellular electrogram, 50, 55

F

failing leads, see rejected leads
faulty leads, see rejected leads
file formats, 34–44

filtering, 27–30, 36, 105

finite state automata, 48

firewalls, 194

FitzHugh–Nagumo type models, 47

fluoroscopic projections, 165–180, 201

fluoroscopy, 136, 139, 147, 149, 150, 165–
180, 197, 198, 201, 202

focal arrhythmias, 48, 198

folding back, 28

formation of arrhythmia, 20

formats, 34

formatted string, 211, 212

forward compatibility, 39

forward problem, 111

fractionation, 80, 83

Frank, 15

Frank leads, 15, 89

front-end, 26

full ellipsoid, 170

future plans, 196, 201

G

Galvani, Luigi (1737–1798), 13, 14, 243
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genetic disorders, 34, 46, 67, 202

graphic programming interface, 184

guillemets, 212

H

heart-rate variability, 108

hidden Markov model, 102, see hmm

high-level languages, 101

hmm, 102

Hodgkin–Huxley membrane model, 46

Hodgkin–Huxley type models, 46, 48

Holter recordings, 99, 108

homogeneous datasets, 34, 40, 41

hooks, 186

Hospital Patient Identification Number,
see hpin

Hoyt’s model, 47

hpin, 36, 39, 42

Huffman encoding, 43

human expert, 98, 104

hypertrophy, 18

I

icd, 18, 19

identification of file format, 35, 41

iff, 41, 187

iff-mchd, 35, 37, 39, 42

ilbm, 41, 187
�
m, 50

imi database, 151–163

implantable cardioverter-defibrillator, see
icd

indentation, 208, 210

independent signals, 15

infarct scars, 22, 161, 162, 200

infarcted ventricles, 201

infarction, 18, 93, 133, 151

infinity, 51

information, 15

inhomogeneous datasets, 34, 40–42

injury current, 48, 54

inner product, 88, 113

integral map, 88

integrated mapping, 19–24, 181–196, 198,
200–201

interactive, 62

interactive programming environment,
see ipe

interchange file format, see iff

interelectrode distance, 53, 70, 83

interleave bitmap, see ilbm

internal data, 192

Internet, 193, 194

Internet mail, 194

interpolation, 66, 132

mental, 138

interpreter, 211

intra-operative mapping, 148, 163

intracavitary probe, 81

intracellular recordings, 49, 50

inverse cosine, 129

inverse problem, 111, 149

ion channels, 45, 46

ion current, 58

ipe, 184, 185, 186, 192

ischaemia, 18

isochronal maps, 60–63, 65, 67, 68, 199

isochrones, 60–62, 65, 66, 188

crowded, 61, 65

drawing, 61, 62

isolated hearts, 70, 197

isomap, 62, 63, 65, 66, 68, 188

J

jpeg, 39

Julian day number, 38

K

Karhunen–Loève transform, see kl trans-
form

King (of Hearts), 12

kl transform, 89, 90, 91, 133, 138, 139,
148, 199

Kohonen network, 133

L

LA, 15

Langendorff setup, 71

lao, 180

Laplacian, 48, 52–54, 58, 59, 83, 90, 199

computation, 54

late potentials, 20, 198

lateral myocardial infarction, see lmi

LATEX, 185, 193, 205

lead placement, 14

lead sets, 17

leads, 85

left atrium, 192

left ventricle, 116, 117, 202

left ventricular, see lv
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left ventricular cylinder coordinates, see
lvcc

left-ventricular, see lv

left-ventricular polar projection, 117

limited lead sets, 17

Linux, 193

literate programming, 185–196, 205–212

Little-Endian, 35, 40

LL, 15

lmi, 156

local activation, 48, 51–53, 56, 57, 59

localization error, 143, 148

localization of cardiac arrhythmias, 18,
20, 88, 97–134, 151, 167, 197–
201

Localizer window, 189, 191

log message, 195

loligo, see squid
long axis of the heart, 169, 170

long-qt syndrome, 46

lossless compression, 42

lossy compression, 42

Lux’ lead sets, 17

lv, 156, 167

lv cylinder coordinates, 137, 139, 142

lv diagram, 142

lv function, 156

lv polar projection, 142

lvcc, 166, 165–180

M

macro-reentry, 198

magic numbers, 35

magnetic localization, 149, 166, 167, 197

magnetic resonance imaging, see mri

magnetic tape, 32

make program, 193

manufacturer, 40

Map window, 189

map
lab, 23, 38, 65, 71, 181–196, 199, 202,

212

map
lib, 186, 192

Markov process, 102

Mars Polar Lander, 38

Matlab, 61, 65, 66, 71, 139, 185, 205,
206, 211

mean map, 112, 156

mean qrsi, 136

mecg, 85, 87, 90, 111, 182, 181–197

mechanisms of arrhythmogenesis, 200

membrane, 50

membrane model, 46

metafile format, 186

MetaPost, 65

micro-reentry, 198

mit-bih ecg database, 101, 103, 104

mitral valve ring, see mvr

model
heart, 149

of ventricular wall, 142

Montreal lead set, 17

mpeg, 39

mr images, 169

mri, 111, 167, 179

ms-windows, 185, 193

multi-electrode catheter, 130

multichannel ecg, see mecg

multipolar catheters, 199

mvr, 139, 169

mweb, 211, 212

myocytes, 14, 45, 46

N

negative qrsi extreme, 120

negativity, 121, 122, 125, 126

nerves, 46

nested strings, 211

neural networks, 104, 108

neurophysiology, 40, 41

Nieuwegein recordings, 19, 20

nlpca, 110

nlv, 152

nlv database, 115, 116, 118–120, 128, 135–
150, 152, 157–162

noise, 27, 148

non-invasive, 197

nondipolar content, 87, 91–95, 189, 199

nondipolarity, 92

nonlinear mapping, 109

nonlinear principal components analy-
sis, see nlpca

normal controls, 93

normal left ventricle, see nlv

nrv database, 118, 121–124

Nyquist frequency, 27

O

objectivity, 138, 149, 150

offset, 97, 139

onset, 97, 139
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open chest, 56

optical fibre, 26

optical mapping, 26, 49

optimal number of leads, 15

origin
of arrhythmia, cf. exit site 136

orthogonal leads, 15

overview, 197

P

pace-map database, 112

pace-mapping, 139, 150, 156, 160, 163

pacemaker, 45

pacing, 71, 136, 201

pacing site, 95

parsers, 101

peak detection, 103

Pearson’s � , 87

ped, 93, 94

perception, 61

perceptron, 109, 110

Perl, 186

physician, 13

physicist, 13

platform-independence, 193

platform-independent, 184

polar diagram, 115–117, 142

polar projection, 142

polymorphic ventricular tachycardia, see
pvt

popular topics, 100

potential map, 87

preconceptions, 60

precordial leads, 14, 15, 17

preprocessors, 211

primary electrical disease, see ped

principal component analysis, 91

programmer interface, 184

programming language, 205

propagation, see conduction
propagation models, 48

pseudocolour map, 188, 191, 199

pulmonary valve ring, see pvr

pure physics, 13

Purkinje fibres, 46

pvr, 122

pvt, 104, 150

Q

qrs classification, 21, 97, 99–101, 104,
108–134

qrs complex, 97

qrs delineation, 97, 99, 100, 102–104, 108,
134, 139

qrs detection, 21, 71, 97–110, 130, 134,
200

qrs integral map, see qrsi

qrsi, 112, 112, 122, 136, 151, 246

quadrants, 137

questions, 23

R

r-peak amplitude, 72, 73
�

1, 72, 74
�

2, 72, 74

RA, 15

� a, 171, 174, 175, 177

rabbits, 12

radiofrequency, see rf

radius
of model ellipsoid, 170, 173, 174

rao, 180

rcs, 186, 193, 206

real-time clinical applications, 192

real-time operating system, 32

real-time task, 32

recording date, 36, 38

redundancy, 90, 199

redundancy reduction, 90

refinements, 205

refractoriness, 48

refractory period, 48

rejected leads, 139

relative localization, 125–132, 138, 142,
143, 145–147, 150, 161

remote activity, 57, 59

remote component, 59

repetition of effort, 182

repolarization abnormalities, 86, 88, 94,
198

representation error, 91, 148

reproducibility, 150

respiration, 132, 147

Revision Control System, see rcs

rf, 18, 99, 165, 177

� f, 171, 173, 174

right ventricle, 121, 122, 202

� m, 171, 174, 175, 177

robustness, 192, 193

rot3d, 206

roving catheter, 198
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S

sa, 89, 90, 104

sad, 105

safety, 26

sample, 87

samples, 85, 101

sampling frequency, 26, 30, 31, 41, 44

script files, 184

segment, 112

self-organizing map, see som

semi-major axis, 170

semi-minor axis, 170

short-axis image, 169, 170

si, 38

signal alignment, 108, 189

signal averaging, 30, 37, 108, 189

signal-to-noise ratio, see snr

simulation, 111

single beat, 198

singular value decomposition, 91

site of origin, see origin
skin, 26, 27

sleep-wake recordings, 41

slow conduction, 64, 151, 162

slowness, 67

smoothing, 66

smtp, 194

snr, 27, 29–31, 97, 101

sodium/potassium pump, 46

software, 23–24, 33–44, 57, 61, 64, 181–
196, 199–200

software documentation, 184, 185, 193,
205–212

software libraries, 184

som, 133, 147

source control, 184, 193, 196

spatial relationship, 39

spectrum of the ecg, 28

speech recognition, 101, 109

splines, 66

squid giant axon, 46

standard ecg, 14, see 12-lead ecg

star-like, 138, 140, 146, 149, 167, 168

stimulation, see pacing
straps, 17

string galvanometer, 14

surface ecg, 14, 55

Surface Laplacian, see Laplacian
syntactic algorithms, 100, 101

Système International, see si

T

tailor-made database, 147

tangle, 210

tbsm, 85, 114

tbsm correlation, 89, 114, 115, 122, 123

tcp/ip, 185, 194

template matching, 108

TEX, 193, 205

thin layer of fluid, 82

three-phase mapping, 136

thresholding algorithms, 97, 102–103

time-stamp, 187

tissue model, 47

tissue specimens, 197

title, 20

tokens, 101

total body surface map, see tbsm

total qrs amplitude, 72, 73

trabeculae, 81

transducer type, 38

transform matrix, 208

transmembrane current, 51, 53, 54, 57,
58, 83

transmembrane potential, 49

tricuspid valve ring, see tvr

tvr, 122

typesetting, 205, 206, 208, 212

U

undersampling, 60

unipolar electrogram, 51, 55, 80, 83

unipolar mapping, 82

unix, 35, 38, 185, 193, 194

usage statistics, 194

user interface, 32, 33, 182, 184–186, 189,
196, 199

user-friendly, 33

users, 33

V

variable-length encoding, 43

vector amplitude, 89, 90, 104

vector cardiogram, 15

ventricular angle, 139, 140

ventricular extrasystoles, see ves

ventricular fibrillation, see vf

ventricular length, 139, 140

ventricular tachycardia, see vt

ves, 18, 97

vf, 58, 109
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visual inspection, 182

visual programming languages, 184, 196

Volta, Alessandro G. A. (1745–1827), 13,
243

voltage-sensitive dyes, 26, 49, 58

Voltaic pile, 13

volume-conductor model, 111

vt, 18, 97, 98, 109, 111, 112, 135, 197, 245

polymorphic, 104

rapid, 98

vt localization, see localization of car-
diac arrhythmias, 135–150

W

Waller, Augustus D. (1856–1922), 14

wave duration, 60

wavelets, 100, 104

wct, 14, 55

weave, 208, 212

web file, 206

well-behaved surface, 133

White Rabbit, 12

why, 186, 205

Wilson’s Central Terminal, see wct

wiring errors, 187

Wolff–Parkinson–White, see wpw

wpw, 18, 89, 111, 149
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